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Pertanika Journal of Science & Technology
About the Journal
Overview
Pertanika Journal of Science & Technology (JST) is the official journal of Universiti Putra Malaysia 
published by UPM Press. It is an open-access online scientific journal which is free of charge. It publishes 
the scientific outputs. It neither accepts nor commissions third party content.

Recognized internationally as the leading peer-reviewed interdisciplinary journal devoted to the 
publication of original papers, it serves as a forum for practical approaches to improving quality in issues 
pertaining to science and engineering and its related fields.  

JST is currently published 6 issues a year, periodically in January, March, April, July, August, and October. 
It is considered for publication of original articles according to its scope. The journal publishes in English 
and it is open to authors around the world regardless of the nationality.  

The Journal is available world-wide.

Aims and scope
Pertanika Journal of Science and Technology aims to provide a forum for high quality research related 
to science and engineering research. Areas relevant to the scope of the journal include: bioinformatics, 
bioscience, biotechnology and bio-molecular sciences, chemistry, computer science, ecology, 
engineering, engineering design, environmental control and management, mathematics and statistics, 
medicine and health sciences, nanotechnology, physics, safety and emergency management, and 
related fields of study.

History
Pertanika was founded in 1978. A decision was made in 1992 to streamline Pertanika into three journals 
as Pertanika Journal of Tropical Agricultural Science, Pertanika Journal of Science & Technology, and 
Pertanika Journal of Social Sciences & Humanities to meet the need for specialised journals in areas of 
study aligned with the interdisciplinary strengths of the university. 

After almost 28 years, as an interdisciplinary Journal of Science & Technology, the journal now focuses 
on research in science and engineering and its related fields.

Goal of Pertanika
Our goal is to bring the highest quality research to the widest possible audience.

Quality 
We aim for excellence, sustained by a responsible and professional approach to journal publishing.  
Submissions are guaranteed to receive a decision within 14 weeks. The elapsed time from submission 
to publication for the articles averages 5-6 months. 

Abstracting and indexing of Pertanika
The journal is indexed in SCOPUS (Elsevier), Clarivate-Emerging Sources Citation Index [ESCI (Web of 
Science)], BIOSIS, National Agricultural Science (NAL), Google Scholar, MyCite and ISC.

Future vision
We are continuously improving access to our journal archives, content, and research services. We have 
the drive to realise exciting new horizons that will benefit not only the academic community, but society 
itself. 
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Citing journal articles
The abbreviation for Pertanika Journal of Science & Technology is Pertanika J. Sci. Technol.

Publication policy
Pertanika policy prohibits an author from submitting the same manuscript for concurrent consideration 
by two or more publications. It prohibits as well publication of any manuscript that has already been 
published either in whole or substantial part elsewhere. It also does not permit publication of manuscript 
that has been published in full in Proceedings. 

Code of Ethics
The Pertanika Journals and Universiti Putra Malaysia takes seriously the responsibility of all of its journal 
publications to reflect the highest in publication ethics. Thus all journals and journal editors are expected 
to abide by the Journal’s codes of ethics. Refer to Pertanika’s Code of Ethics for full details, or visit the 
Journal’s web link at http://www.pertanika.upm.edu.my/code_of_ethics.php

International Standard Serial Number (ISSN)
An ISSN is an 8-digit code used to identify periodicals such as journals of all kinds and on all media–print 
and electronic. All Pertanika journals have ISSN as well as an e-ISSN. 

Pertanika Journal of Science & Technology: ISSN 0128-7680 (Print); ISSN 2231-8526 (Online).

Lag time 
A decision on acceptance or rejection of a manuscript is reached in 3 to 4 months (average 14 weeks). 
The elapsed time from submission to publication for the articles averages 5-6 months. 

Authorship
Authors are not permitted to add or remove any names from the authorship provided at the time of 
initial submission without the consent of the Journal’s Chief Executive Editor.

Manuscript preparation
Refer to Pertanika’s Instructions to Authors through the official website.

Editorial process
Authors are notified with an acknowledgement containing a Manuscript ID on receipt of a manuscript, 
and upon the editorial decision regarding publication. 

Pertanika follows a double-blind peer-review process. Manuscripts deemed suitable for publication 
are usually sent to reviewers. Authors are encouraged to suggest names of at least three potential 
reviewers at the time of submission of their manuscript to Pertanika, but the editors will make the final 
choice. The editors are not, however, bound by these suggestions. 

Notification of the editorial decision is usually provided within ten to fourteen weeks from the receipt 
of manuscript. Publication of solicited manuscripts is not guaranteed. In most cases, manuscripts are 
accepted conditionally, pending an author’s revision of the material.

The Journal’s peer-review
In the peer-review process, three referees independently evaluate the scientific quality of the submitted 
manuscripts. 

Peer reviewers are experts chosen by journal editors to provide written assessment of the strengths and 
weaknesses of written research, with the aim of improving the reporting of research and identifying the 
most appropriate and highest quality material for the journal.
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Operating and review process
What happens to a manuscript once it is submitted to Pertanika? Typically, there are seven steps to the 
editorial review process:

1. The Journal’s Chief Executive Editor (CEE) and the Editorial Board Members (EBMs) examine 
the paper to determine whether it is appropriate for the journal and should be reviewed. If 
not appropriate, the manuscript is rejected outright and the author is informed. 

2. The CEE sends the article-identifying information having been removed, to 2 or 3 reviewers 
who are specialists in the subject matter represented by the article. The CEE requests them to 
complete the review within 3 weeks.  

Comments to authors are about the appropriateness and adequacy of the theoretical or 
conceptual framework, literature review, method, results and discussion, and conclusions.  
Reviewers often include suggestions for strengthening of the manuscript. Comments to the 
editor are in the nature of the significance of the work and its potential contribution to the 
research field.

3. The Editor-in-Chief (EiC) examines the review reports and decides whether to accept or 
reject the manuscript, invites the author(s) to revise and resubmit the manuscript, or seek 
additional review reports. Final acceptance or rejection rests with the CEE and EiC, who 
reserve the right to refuse any material for publication. In rare instances, the manuscript is 
accepted with almost no revision. Almost without exception, reviewers’ comments (to the 
author) are forwarded to the author. If a revision is indicated, the editor provides guidelines to 
the authors for attending to the reviewers’ suggestions and perhaps additional advice about 
revising the manuscript. 

4. The authors decide whether and how to address the reviewers’ comments and criticisms and 
the editor’s concerns. The authors return a revised version of the paper to the CEE along with 
specific information describing how they have answered’ the concerns of the reviewers and 
the editor, usually in a tabular form. The author(s) may also submit a rebuttal if there is a need 
especially when the authors disagree with certain comments provided by reviewer(s).

5. The CEE sends the revised paper out for re-review. Typically, at least 1 of the original reviewers 
will be asked to examine the article. 

6. When the reviewers have completed their work, the EiC examines their comments and 
decides whether the paper is ready to be published, needs another round of revisions, or 
should be rejected. If the decision is to accept, the CEE is notified.

7. The CEE reserves the final right to accept or reject any material for publication, if the processing 
of a particular manuscript is deemed not to be in compliance with the S.O.P. of Pertanika. An 
acceptance letter is sent to all authors.

The editorial office ensures that the manuscript adheres to the correct style (in-text citations, 
the reference list, and tables are typical areas of concern, clarity, and grammar). The authors 
are asked to respond to any minor queries by the editorial office. Following these corrections, 
page proofs are mailed to the corresponding authors for their final approval. At this point, 
only essential changes are accepted. Finally, the manuscript appears in the pages of the 
journal and is posted online. 
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Foreword

Welcome to the second issue of 2023 for the Pertanika Journal of Science and Technology 
(PJST)! 

PJST is an open-access journal for studies in Science and Technology published by 
Universiti Putra Malaysia Press. It is independently owned and managed by the university 
for the benefit of the world-wide science community.

This issue contains 25 articles; three review articles and the rest are regular articles. The 
authors of these articles come from different countries namely Bangladesh, China, India, 
Indonesia, Malaysia, Nigeria, Thailand, Vietnam and Yemen.

A regular article titled “Conceptual Design of a Combined Brake-Accelerator Pedal for 
Limbs Disabled Driver using a Hybrid Approach” was presented by Salami Bahariah 
Suliano and her colleagues from Universiti Putra Malaysia, Malaysia. Their study aims 
to generate and select the best concept design for a combined brake-accelerator pedal 
with special attention based on the needs of the disabled’s ergonomics. Developing 
these improved ergonomics combined brake-accelerator pedals avoids braking and 
accelerating interference. Therefore, it is advantageous over conventional pedals and 
previously combined pedals. A TRIZ, morphological chart, and Pugh matrix hybrid 
introduce systematic generation, development, and selection of the concept design. 
Detailed information on this study is available on page 895. 

The next article discussed the influencing physical characteristics of landslides in Kuala 
Lumpur, Malaysia. In this study, a 100 landslides historical data set and eight landslide 
factors were obtained from proper field validation and maps provided by those 
concerned in the government, such as distance to roads, distance to streams, elevation, 
slope angle, curvature, slope aspect, land use, and lithology. This study found that 18.0% 
of landslides occurred along the Northwest of Kuala Lumpur, where most of these 
areas are surrounded by altered slopes. It indicates that the authorities are responsible 
for constructing an advanced prevention and mitigation procedure as the landslide-
prone areas require critical planning and monitoring. In the meantime, a higher slope 
inclination can contribute to a higher gravity force in pulling materials down the slope, 
thereby increasing the risk of landslides. Details of this study are available on page 995.

Another article we wish to highlight is on “The Predictive Ability of Total Genotype Score 
and Serum Metabolite Markers in Power-Based Sports Performance Following Different 
Strength Training Intensities” by Elin Elisa Khairul et al. from Universiti Teknologi MARA, 
Malaysia. This study explored the predictive ability of total genotype score (TGS) and 
serum metabolite markers in power-based sports performance following different 
strength training (ST) intensities. The researchers recruited 15 novice male field hockey 

i



players (age = 16.27 ± 12 years old, body mass index = 22.57 ± 2.21 kg/m2) and allocated 
them to; high-intensity strength training (HIST, n=5), moderate intensity strength (MIST, 
n=5), and control group (C, n=5). Both training groups completed an eight-week ST 
intervention. Pre- and post-training muscular power (vertical jump) was measured. TGS 
was calculated to annotate for strength-power (STP) and endurance (END) qualities. It is 
concluded that STP TGS may influence muscular power changes following MIST in novice 
field hockey players. Further details of the investigation can be found on page 1087.

We anticipate that you will find the evidence presented in this issue to be intriguing, 
thought-provoking and useful in reaching new milestones in your own research. Please 
recommend the journal to your colleagues and students to make this endeavour 
meaningful.

All the papers published in this edition underwent Pertanika’s stringent peer-review 
process involving a minimum of two reviewers comprising internal as well as external 
referees. This was to ensure that the quality of the papers justified the high ranking 
of the journal, which is renowned as a heavily-cited journal not only by authors and 
researchers in Malaysia but by those in other countries around the world as well.

We would also like to express our gratitude to all the contributors, namely the authors, 
reviewers, Editor-in-Chief and Editorial Board Members of PJST, who have made this 
issue possible. 

PJST is currently accepting manuscripts for upcoming issues based on original qualitative 
or quantitative research that opens new areas of inquiry and investigation.

Chief Executive Editor
executive_editor.pertanika@upm.edu.my

ii
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ABSTRACT

Renewable energy is crucial for reducing emissions and meeting future energy demands. 
However, due to concerns regarding intermittent supply, integrating RE into a multi-
microgrid system might pose various power system problems, for instance, unstable 
electrical power output. As a result, increased load reactive power demands result in 
voltage losses during peak load demand. Therefore, it can be minimized by utilizing 
Flexible Alternating Current Transmission System (FACTS) devices in electrical networks, 
which are designed to strengthen the stability and control of power transfer and act as a 
controller for the AC transmission specification, which also provides speed and flexibility 
for certain applications. By identifying the need to implement solutions that can sustain 
the electric power quality of a microgrid, this paper presents a review of various method 
approaches which could be used to evaluate the impact of integrating the multi-microgrid 

systems with FACTS devices for voltage 
profile improvement and real power loss 
reduction in power system. In this paper, 
a comprehensive study is carried out for 
optimum multi-microgrid placement, 
considering the minimization of power 
losses, enhancement of voltage stability, 
and improvement of the voltage profile. An 
attempt has been made to summarize the 
existing approaches and present a detailed 
discussion that can help the energy planners 
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decide which objective and planning factors need more attention for optimum locations 
and capacity for multi-microgrid and FACTS devices.

Keywords: Flexible alternating current transmission system, multi-microgrid, power loss, renewable energy, 

voltage profile

INTRODUCTION
Decades ago, Malaysia had many natural resources used to generate electricity, despite 
being heavily dependent on imported coal and oil until impacts were seen on carbon 
emissions, thus leading to the greenhouse effect. In response to these environmental 
concerns, the government announced in 2015 to implement renewable sources to create 
a cleaner and more sustainable environment. Thus, Tenaga Nasional Berhad (TNB) is a 
well-known Malaysian utility company that runs smart grid projects involving large-scale 
distributed resources generations (DRGs) in Negeri Sembilan and Kedah (Zahurul et al., 
2016). A smart grid (SG) system is an intelligent electrical network that operates inventively 
in coordinating and controlling all users’ actions. This system ensures that power supply 
and demands are reliable, cost-effective, and stable. 

With Malaysia’s efforts in moving towards a smart grid system, the Energy Commission 
has initiated several programs in support of the National Green Technology Master Plan 
by introducing a 2000 MW Large Scale Solar Photovoltaic coupled with Net Energy 
Metering (NEM), which is capable of contributing a substantial amount of energy (Malaysia 
Energy Commission, 2018). Furthermore, in 2019, the government introduced the 10-year 
Generation Development Plans for Malaysia for the period 2020–2030, where the preferred 
RE is solar power (Peninsular Malaysia) and hydro (Sabah) to achieve 20% RE by 2025 
and a 35% reduction in carbon emission intensity by 2030. Therefore, five companies 
have been awarded under the LSS scheme in balancing energy security and sustainability 
while encouraging and strengthening renewable energy in a 21st-century global challenge. 

Over these last years, microgrids have gained growing significance and set a new 
economic model in electricity systems. The increased number of distributed generators 
is due to increasing load demand growth in the power system (Ackermann et al., 2001). 
Therefore, microgrid systems have already been introduced in other developed countries 
such as the USA, China, European Union, and Japan, where they can cope with an increase 
in electricity demands and saves non-renewable energy consumption, as well as help to 
prevent major blackouts, or during a power failure. However, the integration of renewable 
energy resources in microgrid systems can cause several power system problems due 
to intermittent supply issues. RE technologies in a microgrid, such as solar and wind 
energy, can cause unstable electrical power output, and the increased load reactive power 
demands result in voltage losses during peak load demand (Urquizo et al., 2018). These 
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can be minimized by utilizing FACTS devices in electrical networks. FACTS devices are 
designed to strengthen the stability and control of power transfer and a controller in AC 
transmission that provides speed and flexibility for certain applications. However, a few 
barriers have been identified, including the formation of voltage unbalance, voltage sag 
and swell, power loss, and poor voltage regulation of the system due to the intermittent 
nature of the high penetration of renewable energy resources. By identifying the need to 
implement solutions that can sustain the electric power quality of microgrids, this paper 
presents a review of various improvement approaches that could enhance the stability and 
performance of multi-microgrid (MMG) systems with FACTS devices.

SMART GRID SYSTEM

A smart grid is a combination of digital and advanced technologies that allows bi-
directional connection between utility and end-users in the same transmission lines and 
works to monitor, communicate and control the power generation in meeting the electric 
demands. They also can manage the needs of all generators, grid operators, energy market 
stakeholders, and end-users to maximize reliability, resilience, and stability while reducing 
costs and environmental implications. In addition, smart grids incorporate distributed and 
active resources into power networks and energy markets, such as generating, electric 
demands, storage, and electric vehicles. These general features of the smart grid system 
include renewable energy resources, plug-in electric vehicles, electric demand, and a control 
system, as shown in Figure 1.

Figure 1. Smart grid system architecture (Funabashi, 2016)
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MULTI-MICROGRID COMPONENT

In recent years, microgrid research has expanded dramatically due to the growing interest in 
microgrid deployment. Later, the idea of multi-microgrids (MMGs) was introduced, which 
connected several distributed generations (DGs) and loads that could enhance the system’s 
performance and controllability (Haddadian & Noroozian, 2017). Multi-microgrid system 
comprises several adjacent microgrids with multiple types of distributed generations and 
loads, which have better performance and reliability in connected and islanded operations 
modes than a microgrid. The idea of the MMG was developed through the EU’s “More 
Microgrid” program that was proposed in 2006 (Xu et al., 2018). It can be built at the 
medium-voltage (MV) level by connecting a few low-voltage (LV) microgrids and DG 
units directly to nearby MV-controlled loads (Vasiljevska et al., 2012). Multi-microgrid 
systems can be categorized into: alternating current (AC) multi-microgrids, direct current 
(DC) multi-microgrids, and AC-DC hybrid multi-microgrids. The AC multi-microgrids 
are conventional multi-microgrids consisting of distributed generations, energy storage 
systems, and loads connected to AC buses through converters without changing the original 
structure of the power grid, as shown in Figure 2 (Xu et al., 2018).

There are significant elements for microgrid operation, such as distributed generation, 
distributed storage, interconnection switches, and control systems. Distributed energy 
resources are small-scale energy resources that can be implemented at utility plants or 
house residences to provide local electricity supplies. Distributed generations include 
microturbines, fuel cells, wind, photovoltaic (PV), and reciprocating internal combustion 
engines with generators. Some DG needs power electronics to form one form to another by 
converting power. Distributed storage (DS) also connects the power and energy required 
in the microgrid. Several kinds of energy storage were used in the microgrid, including 
flywheels and batteries. A switch that connects the microgrid to the rest of the distribution 
system is interconnected. The microgrid control system is constructed to operate in 
grid-parallel and stand-alone modes. The MG control system focuses on the voltage and 
frequency when the grid is disconnected and provides the real-time power differences 
between generation and load, differentiating between the reactive power produced and 
the true power used by the load and protecting the inner of the microgrid (Kroposki et 
al., 2008). The main advantages of the microgrid are the reduced transmission losses by 
increasing stability and reliability and powering local loads to avoid any disturbance in 
the primary grid. Finally, it can enhance renewable energy resources integration such as 
solar, wind, and biomass.

Multi-Microgrid Controls

Figure 2 shows a multi-microgrid control architecture controlled by the remote terminal 
unit, with the central autonomous management controller (CAMC) placed at the MV level. 
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In this way, the system’s complexity will be distributed among smaller individual control 
agents that act as a small distribution management system (DMS) capable of scheduling 
distributed generation and other control agents deployed under normal and critical events 
in the system. Apart from that, DMS is in charge of monitoring, controlling, and managing 
the distribution system. There are two management levels of central DMS where the central 
autonomous management controller will be installed, and which will accommodate a set 
of local capabilities assigned to the DMS at the HV/MV substation stage and liable to 
connect the DMS to lower agents. Furthermore, the microgrid central controller is assigned 
at the microgrid level for each MV/LV substation to administer the MG, which uses the 
MG communication infrastructure to control sources and responsive loads in each LV grid 
voltage monitoring (Lopes et al., 2013). The standard operating mode occurs when the 
multi-microgrid system is interconnected to the primary distribution grid. Meanwhile, the 
emergency operating mode is operated when the MMG is in an autonomous or islanded 
mode or following a power outage. When a black start procedure is triggered, the MMG 
system will be in restoration service.

Figure 2. Multi-microgrid control architecture (Lopes et al., 2013)
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FLEXIBLE AC TRANSMISSION SYSTEM DEVICES

FACTS technology is a power electronic controller containing some controllers. Researchers 
have proven the FACTS devices (Jordehi, 2015) to be a very efficient and viable way to 
deal with transmission systems. Meanwhile, a distribution flexible alternating current 
transmission system refers to a group of power electronic devices used in distribution 
networks and has the same benefits as FACTS technology. Hingorani introduced D-FACTS 
technology in 1985, strengthening and controlling the power system’s stability. At the same 
time, the FACTS controller can improvise the characteristics of the power system and can 
also control the essential parameters in the transmission network, such as the transmission 
line power flow, voltage control, transient stability improvement, and oscillation damping 
(Urquizo et al., 2018). Research is done by Wang et al. (2012) also pointed out that advanced 
and flexible power electronics are one of the keys to providing a high-quality electricity 
supply to both customers and utilities, which are divided into three categories (series, shunt, 
and a combination of series and shunt) as shown in Table 1. 

Table 1
Classification of the FACTS devices (Al Ahmad & Sirjani, 2019)

Configuration of FACTS devices Flexible alternating current transmission system 
(FACTS devices)

Shunt connection

SVC Static var compensator

TCR Thyristor controlled reactor

TSC Thyristor switched capacitor

TSR Thyristor switched reactance

STATCOM Static synchronous compensator

Series connection

TCSC Thyristor-controlled series compensator

IPC Interphase power controller

TSSC Thyristor switched series capacitor

TCSR Thyristor-controlled series reactor

TCSC Thyristor-controlled series capacitor

TSSR Thyristor switched series reactor

TCVR Thyristor-controlled voltage regulator

SSSC Static synchronous series compensator

Combination of series
and shunt connections

TCPST Thyristor-controlled phase shift transformer

UPFC Unified power flow controller

IPFC Interlink power flow controller

GUPFC Generalized unified power flow controller
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Moreover, voltage stability in the electrical network may be affected by the loss of 
reactive power demand. Therefore, the characteristics of FACTS controllers can absorb 
or inject real power into the network and sustain voltage stability. Since the distribution 
system is usually exposed to power losses, it will produce other issues, such as excessive 
energy losses and transient and dynamic instabilities. Implementing FACTS devices leads 
to dynamic and transient stability improvement, increased power transfer capability in 
the transmission line, enhancement of voltage stability, voltage regulation, power factor 
correction, and power loss reduction (Chirantan et al., 2018). 

IMPACT OF INTEGRATING MULTI-MICROGRID SYSTEM IN 
CURRENT DISTRIBUTION AND TRANSMISSION SYSTEM

Renewable energy (RE) is critical in reducing emissions and meeting future energy 
demands. Hence, configuration from the existing electricity networks with the integration of 
renewable resources has formed an intelligent grid system where the DGs play a significant 
part in the smart grid system. Since the traditional approach to energy management 
systems has steadily evolved, some of the networks’ DGs have increased. Therefore, high 
penetration of RE sources in the network will increase the active load, such as storage 
and loads. Incorporating active power sources in DGs leads to a complex power network. 
Furthermore, as the generation of renewable sources is weather-dependent, it will indirectly 
impact power fluctuation, causing voltage instability, frequency deviation, and voltage 
flicker inside the network.

Furthermore, this problem has been overcome by utilizing energy storage devices, 
which can cost money to install and maintain. As the power fluctuation of MMG rises, the 
energy storage capacity of devices will increase. MMGs are usually placed near the demand 
side to avoid traveling long distances will be costly and inefficient transmission power due 
to transmission loss. Thus, integrating the MMGs into the transmission and distribution 
system will enhance the power system efficiency. In addition, MMG produces jobs in the 
local community while creating clean power generation. Similarly, MMG supplies power 
to remote and inaccessible areas to help remote populations build their economies. On the 
other hand, the impact of integrating MMGs is gaining greater attention in the smart home, 
where the house can send electricity to the grid if it generates greater than the demands. As 
a result, the homeowner can benefit from the profit generated by selling excess power to 
a utility provider like TNB. Furthermore, MMG has a shorter installation time and faster 
reaction than a centralized power plant, which takes longer to set up and provide electricity 
for additional demand. In extreme weather circumstances like natural disasters, human error, 
or terrorism, integrating MMG increases energy security over centralized power plants. 

Subsequently, the centralized power plants will probably collapse, resulting in a massive 
power cut affecting residential areas and commercial industries. As a result, all developed 
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nations have improved their supply reliability and power management, with grid systems 
operated by independent utilities that allow for effortless power, frequency, and voltage 
maintenance. Furthermore, it also includes utilizing power storage and control systems 
to reduce obstruction. Besides, the smart grid may accommodate a high RE capacity, 
decreasing global dependence on fossil fuels and minimizing greenhouse gas emissions. In 
the meantime, engineers have faced challenges integrating MMGs into an existing power 
system. Therefore, MMGs are an essential element of a smart grid, an initiative to move 
toward an intelligent grid system. Albeit issues and challenges, such as an intermittent 
supply due to high penetration of RE, can be reduced by determining the best location 
and capacity of FACTS controller proposed in previous literature. Therefore, introducing 
FACTS devices into a power system might help solve problems such as increasing power 
transfer capability in the transmission line, enhancing voltage stability, and reducing power 
losses caused by integrating a multi-microgrid system.

TECHNIQUES FOR OPTIMAL FACTS DEVICE’S LOCATION AND 
SIZING IN OPTIMIZING MULTI-MICROGRID PERFORMANCE

Researchers are working on various ways to improve performance in multi-microgrids. 
Optimization problems in electrical systems are popular for power researchers, especially 
with microgrid integration. Various optimization methods have been proposed in previous 
studies to highlight the success rate of the proposed approach in recent years. However, the 
most optimized methods require extremely high computing resources for large problems 
relevant to power systems. All existing methods used in the previous study to determine 
the optimal location and sizing of FACTS devices can be categorized into four groups: (1) 
analytical approaches, (2) conventional approaches, (3) meta-heuristic approaches, and (4) 
hybrid approaches (Ismail et al., 2020). 

Analytical approaches or sensitive-based approaches utilize mathematical formulation. 
Conventional approaches are also known as traditional methods that generally start with 
randomly determining an initial solution and achieving the optimal solution in every solution 
such as Newton-Raphson (NR), linear programming, nonlinear programming, sequential 
quadratic programming, dynamic programming, and many more (Ismail et al., 2020). 
Numerous metaheuristic optimization algorithms have been developed and used in power 
systems. These techniques are categorized based on the source of inspiration, including 
evolutionary phenomena, collective animal behavior (swarm techniques), physical rules, 
or human-related concepts. Furthermore, hybrid-based approaches are combined with 
existing techniques such as analytical-metaheuristic approaches, traditional-metaheuristic 
approaches, and metaheuristic-metaheuristic approaches to create hybrid-based approaches. 
This approach is also known as the two-stage approach, which helps reduce the proposed 
methods’ search space and shows the simpler structure of algorithms that requires less 
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computation time to solve the optimization problems (Ismail et al., 2020). Table 2 lists 
the summary of the previous research. Based on Table 2 was assessed through the type 
of optimization, aims, methods, and indices used for DG and FACTS device integration, 
benchmark test systems, and case studies. 

Yenealem et al. (2019) presented the MG integration, including FACTS devices, using 
the Newton Raphson (N-R) method to obtain the candidate bus for the MG, STATCOM, 
and UPFC integration to increase the voltage profile and reduce power losses. However, 
the MG integrations with STATCOM and UPFC were tested on the IEEE 30 bus system. 
Furthermore, this study case was compared based on the MG and FACTS device 
integrations. Based on the findings, the MG system was placed on the weakest bus, Bus 30, 
and it was observed that voltage fluctuation and high-power losses were further improved. 
It is observed that in MG integration, the real power loss is further increased. Hence, UPFC 
was introduced to reduce the real power loss. In Rao and Rao (2017), the author used a 
two-stage algorithm where in the first stage of the algorithm, the loss sensitivity analysis 
was adopted to determine the optimum placement for the STATCOM. Next, in the second 
stage, the parameter setup of STATCOM, the voltage magnitude, and the phase angle have 
been considered using the N-R power flow technique to reduce power loss and improve 
the voltage profile. The study was done in IEEE 14 bus test system, and the results were 
obtained by comparing the power losses before and after STATCOM was integrated. 

According to the study presented (Sirjani, 2018), the optimal location and sizing of 
PV-STATCOM were determined using adaptive particle swarm optimization and power 
loss index to minimize cost and voltage profile improvement and reduced power loss by 
considering the real power loss, voltage deviation investment cost, where the constraints 
for solving the optimization problem are power flow balance, size limit, and bus voltage 
limits. The case study was tested in the Northern Cyprus electrical transmission system, 
and the results were obtained by comparing it with three algorithms: lightning search 
algorithm (LSA), bee colony optimization (BCO), and adaptive particle swarm optimization 
(APSO). The results show that APSO offers a further reduction in real power loss with 
the fastest computational time compared to other algorithms. Next, the mixed-integer 
nonlinear programming (MINLP) was used to find the best placement and sizing of 
the PV and microturbine with STATCOM, as presented in Luo et al. (2018), in order to 
reduce annual cost, enhance voltage profile, and reduce power loss considering the power 
flow equation, voltage limit, branch current limit, DG size constraints, and PV power 
factor. It was tested in the IEEE 33-bus system and was analyzed using DG and FACTS 
integration. The results prove that integrated PV solar farms with STATCOM can reduce 
voltage recovery time and voltage sag depth during an emergency. Also, PV-STATCOM 
has a high economic value, an improved voltage profile, and reduced power losses. The 
idea of improving multi-MGs’ performance by incorporating IPFC was proposed as a 
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multi-objective optimal power flow (MOPF) algorithm that can reduce overall losses 
and enhance voltage profiles simultaneously (Kargarian et al., 2012). In this study, two 
different cases have been done: in the first case, only multi-MGs were integrated, and in 
the second case, both multi-MGs and IPFC were introduced. In each case, there were four 
strategies, where the first strategy was to reduce operating costs only; the second strategy 
was to decrease total power loss; the third strategy was to minimize the voltage profile 
deviation; and the last strategy was to identify the operating point of the system by using 
proposed multi-objective optimization. The results show that the proposed MOPF with 
IPFC provides a high-quality MMG system operating point, reduces overall losses, and 
simultaneously enhances voltage profiles. 

Yenealem et al. (2020) proposed using a hybrid approach to solve the optimal location 
and capacity of PV and wind turbine-based MG integration with STATCOM using fuzzy 
logic. It was tested in an IEEE 33-bus system connected to the main distribution network. 
The optimal placement of the MG system and STATCOM was determined using the 
N-R method as the candidate bus and placed at the weakest bus, bus 30. Meanwhile, the 
capacity of the MG system and STATCOM has been solved by using fuzzy logic. These 
case studies compared studies without MG and FACTS integration, with MG, and with both 
MG and STATCOM integrations. From the findings, it is observed that when both MG and 
STATCOM are integrated into the benchmark test system, the overall system performance 
is further enhanced, where the real power is reduced, and the voltage profile is increased 
compared to the two cases. Selim et al. (2019) conducted a study to obtain the optimal 
location and sizing of the MG with DSTATCOM using a hybrid approach and tested it 
on 12-bus and 69-bus radial distribution networks. This study also covered minimizing 
the total power loss, increasing the voltage profile, and using the voltage stability index 
(VSI) to determine the candidate location for MG systems and DSTATCOM. The proposed 
sine-cosine algorithm (SCA) was used to obtain the optimal sizing of the MG systems and 
DSTATCOM. The results of VSI in IEEE 12-bus obtained clearly show that the optimal 
location of DG at bud 9 and the appropriate DG sizing, the real power loss, was further 
reduced. After adding DSTATCOM and incorporating DG into the system, the total active 
power loss was further reduced.

In addition, the studies by Iqbal et al. (2018) and Sannigrahi et al. (2019) have suggested 
the same approach, which is the analytical method to find the placement of multiple 
distributed generations, including DSTATCOM integration to reduce system losses and 
improve voltage profile. The proposed method by Sannigrahi et al. (2019) for determining 
the optimal location of DG with DSTATCOM used VSI to determine the weakest bus 
locations. It was tested on the IEEE 33-bus and IEEE 69-bus distribution networks. The 
results showed that the optimum placements for DSTATCOM and DG in the 33-bus system 
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are bus 30 and 31, respectively, whereas the optimal placement for both devices in the 69-
bus system is bus 61. The integration of DG, as compared to DSTATCOM, yields better 
results in terms of voltage profile improvement and line loss reduction. Besides, Magham 
et al. (2012) introduced the genetic algorithm (GA) to find the suitable location for PV 
and SVC to reduce transmission losses and improve voltage profile. It was tested on a 
2500 kVA distribution network. The results showed that the effectiveness of the proposed 
algorithm had been proven after being applied to the distribution system as the voltage 
profile improved. In this paper, the improved particle swarm optimization algorithm (IPSO) 
was presented to determine the optimal location of DG and DSTATCOM, and security limits 
were considered (Ghatak et al., 2018). The study was tested in the IEEE 33-bus and IEEE 
69-bus systems and has been compared with differential evolution (DE), real-coded genetic 
algorithms, and PSO. The proposed technique results show that the proposed approach 
achieved the best performance, including computational efficiency and solution quality. 

Since the PSO algorithm is easy to implement and highly relevant for practical 
application, considering nonlinear constraints and different objectives, Devi and Geethanjali 
(2014) proposed PSO to estimate the capacity for the DG and DSTATCOM. Meanwhile, 
the optimum allocation of DG and DSTATCOM was determined using the loss sensitivity 
factor (LSF). The study was simulated in the 12, 34, and 69 bus radial distribution systems, 
where the objectives were to reduce the total power loss and improve the voltage profile. 
Taher and Afsari (2012) proposed a DE algorithm to determine the optimal location and 
sizing of the Doubly Feed Inductor Generator (DFIG) and UPFC to reduce power losses 
and improve voltage and current profiles. The efficiency of the proposed algorithm was 
compared to other evolutionary algorithms like GA and immune algorithms (IA) in terms 
of minimizing the continuous space functions. The results show that integrating the UPQC 
reduces power loss by 18.2% and 21.42% in 33-bus and 69-bus distribution systems, 
respectively. Kanwar et al. (2015) introduced improved cat swarm optimization (ICSO) to 
reduce power loss and increase voltage profiles. The proposed method was implemented 
on a 69-bus test distribution network. After optimally placing the DSTATCOM and DG, 
the results show that a net annual energy loss was decreased by about 94% from the base 
case and the voltage profile increased to 96%. Finally, the proposed method has also been 
compared by CSO and PSO and based on the findings, ICSO has a better solution than 
CSO and PSO in terms of computational time and fast convergence. 

Weqar et al. (2018) used analytical approaches to find the optimal location for DG and 
DSTATCOM to minimize the power losses and enhance the voltage profile. This study uses 
a voltage stability index and loss sensitivity factor to find the weakest and critical lines, 
resulting in the optimal allocation for DG and DSTATCOM. This technique was tested 
on the 33-bus radial distribution system. The results show that the optimum placement of 
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DG is obtained on buses 9, 13, and 28, while the candidate location for DSTATCOM is 
on bus 30. The results were analyzed, and there has been an improvement in the voltage 
profile and reduced total real power loss. In Arouna et al. (2019), SVC and PV placement 
were done using NGSA-II. The multi-objectives had been set to reduce the installation 
cost of SVC and PV and minimize the power loss. The proposed method has been tested 
on a real network of 138 nodes. The results show that the optimally placed FACTS and 
DG contribute to efficiently improving the distribution network’s performance while 
minimizing the installation cost.

Isha and Jagatheeswari (2021) have proposed a hybrid fuzzy-lightning search algorithm 
to identify the optimum placement of PV with DSTATCOM to minimize power loss and 
improve voltage profiles. This proposed method was tested on the IEEE 30-bus system. 
The results show that the power losses were decreased, and voltage profiles improved after 
the PV with DSTATCOM installation. A few studies validate the proposed optimization 
approaches’ efficiency in terms of computation time and rate of convergence. Based on 
previous studies, PSO is the most popular optimization method because of its simplicity, 
small computational load, and fast convergence. Moreover, PSO is very efficient in solving 
complex problems. However, PSO has a lack of premature convergence upon solving 
complex problems. The second most popular optimization that has been used is the 
genetic algorithm (GA). The GA optimization technique is one of the first metaheuristic 
techniques to solve optimal MMG and FACTS locations. However, it has drawbacks, such 
as divergence and local minimum problems. In conclusion, most previous researchers have 
used the common heuristic algorithm such as PSO and GA optimization techniques in the 
power system to identify the optimal sizing and location.

KEY FINDINGS AND RECOMMENDATIONS

Table 2 summarizes 36 recent research articles from 2012 to 2021 that were reviewed 
based on the type of optimization involved, the objectives set in the study, the method 
or techniques adopted, the index involved, the type of FACTS utilized, the adopted 
benchmark test system and lastly, case studies involved. From the 36 articles reviewed, 
the most preferred optimization techniques for solving optimal location and sizing are 
metaheuristic-based approaches (Figure 3). Besides, most previous works have used the 
common heuristic algorithm such as PSO and GA optimization techniques in the power 
system to identify the optimal sizing and location.
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Figure 3. The applied algorithms for solving optimal location and sizing of MMG and FACTS devices

From the reviewed work, a few recommendations for future works in finding the 
optimal location and sizing of MMG incorporating FACTS devices are proposed below:

Most of the literature reviews were done using metaheuristic approaches that have been 
used to determine the allocation and sizing of MG and FACTS devices (Figure 3). Hence, 
there is a limited research technique that uses hybrid approaches. However, no comparative 
studies have been conducted between the existing hybrid approaches to examine their 
effectiveness and efficiency, which could be considered for future research. 

In addition, most studies were conducted to identify the optimal placement of DG and 
FACTS devices instead of finding the optimum location and capacity for both DG and 
FACTS devices to reduce power loss and improve the voltage profile, as shown in Figure 
5. Still, finding the proper placement and capacity for MMG and FACTS devices is quite 
low. Therefore, it must be considered in the future so that the results can be more practical 
to implement in the existing power system.

Much of the literature usually focuses on the implications of integrating single and 
multiple DGs to provide high efficacy and achieve better power system reliability, as in 
Figure 4. However, the consideration of integrating MMG with FACTS technology is still 
relatively low, and it could be a recommendation for the future to reduce real power losses 
and improve the voltage profile. Besides that, the potential impact of the high penetration 
of MMG systems that consist of a variety of renewable energies should also be considered 
to achieve better performance in the power systems.
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CONCLUSION

In conclusion, the best evaluation and optimization techniques in determining the 
appropriate size and placement of the MMG system and the FACTS controller will improve 
the MMG system. An attempt has been made to summarize the existing approaches and 
present a detailed discussion that can help the energy planners decide which objective 
and planning factors need more attention for optimum locations and capacity for multi-
microgrid and FACTS devices. Therefore, a comprehensive study is carried out for optimum 
multi-microgrid placement considering the minimization of power losses, enhancement of 
voltage stability, and improvement of the voltage profile.
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ABSTRACT
This research applies and modifies K-means clustering analysis from Data Mining to 
solving the location problem. First, a case study of Thailand’s convenience store franchise 
in locating distribution centers (DCs) is conducted. Then, the final centroids are served 
at suggested DC locations. Besides the typical distance, Euclidean, used in K-means, 
Manhattan, and Chebyshev, is also experimented with. Moreover, due to the stores’ different 
demands, a modification of the centroid calculation is needed to reflect the center-of-gravity 
effects. For the proposed centroid calculation, the above three distance metrics incorporating 
the demands as weights give rise to another three approaches and are thus named Weighted 
Euclidean, Weighted Manhattan, and Weighted Chebyshev, respectively. Besides the 
optimal locations, the effectiveness of these six clustering approaches is measured by the 
expected total distribution cost from DCs to their served stores and the expected Davies–
Bouldin index (DBI). Concurrently, the efficiency is measured by the expected number of 
iterations to the final clusters. All these six clustering approaches are then implemented 
in the case study of locating eight DCs to distribute to 260 convenience stores in Eastern 
Thailand. The results show that though all approaches yield locations in close proximity, the 
Weighted Chebyshev is the most effective one having both the lowest expected distribution 
cost and lowest expected DBI. In contrast, Euclidean is the most efficient approach, with 

the lowest expected number of iterations 
to the final clusters, followed by Weighted 
Chebyshev. Therefore, the DC locations 
from Weighted Chebyshev could, ultimately, 
be chosen for this Thailand’s convenience 
store franchise. 

Keywords: Centroid calculation, clustering, Davies–

Bouldin index, demand-based, distance metrics, 

distribution center, K-means, location problem 
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INTRODUCTION

In Thailand, convenience stores are available on almost every corner (Wang, 2018). New 
franchises and new stores are emerging regularly, especially in tourist and populated areas. 
The Eastern part of Thailand is one of the well-known tourist attractions among local and 
foreign tourists, thanks partly to its terrific location next to the Gulf of Thailand (Ministry 
of Foreign Affairs, 2017; Surawattananon et al., 2021). Among those popular destinations 
are Pattaya, Koh Samet, and Koh Kut. Therefore, it is natural for those convenience store 
franchises to open more branches. Logistics management plays a crucial role in both short-
run and long-run plans for franchises to stay competitive. One long-run logistical decision 
is determining where to locate distribution centers (DCs) (Langley et al., 2020).

This study investigates a case of locating DCs to distribute products to 260 franchised 
convenience stores in Eastern Thailand. Since Eastern Thailand is comprised of seven 
provinces: Chachoengsao, Chonburi, Rayong, Chanthaburi, Trat, Prachinburi, and Sa-
Kaeo, plus one special governed city, Pattaya, the convenience store franchise of interest 
chooses to have eight DCs to be located. The objective is to minimize transportation or 
distribution costs from and to those eight DCs. Figure 1 shows the map of Thailand and 
the 260 locations of the convenience stores for this study respectively. 

Figure 1. Thailand map and the convenience store locations in Eastern Thailand

There are numerous ways to solve the location problem, for instance, optimization 
models, the p-center/p-median algorithm, and the grid technique. However, in this research, 
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as the first contribution of this work, K-means clustering analysis from Data Mining is 
adapted to find the appropriate locations. The centroid of each final cluster serves as each 
DC’s location. Also, as the second contribution, the typical distance metric, i.e., Euclidean, 
used in the K-means clustering, is replaced with other distance metrics, namely, Manhattan 
and Chebyshev. These three-distance metrics constitute the first three clustering approaches 
to the experiment. 

As for the third contribution of this work, due to the nature of the location problem 
application, the clustering algorithm needs to be modified to fit this problem better. 
Accordingly, the centroid calculation during each clustering iteration is adjusted to 
incorporate the center of gravity’s impact. That is done by taking the unequal demands 
required at the served stores as different weights. As a result, three additional clustering 
approaches with demand-weighted centroid calculation are proposed and named Weighted 
Euclidean, Weighted Manhattan, and Weighted Chebyshev, respectively. 

Altogether, all these six clustering approaches experiment with, and their results are 
compared, considered both effectiveness and efficiency. The effectiveness is measured 
by the expected total distribution cost and the expected Davies–Bouldin index (DBI). In 
contrast, the efficiency is measured by the expected number of iterations to the final clusters.

LITERATURE REVIEW

The facility location problem, or the location problem, refers to how and where to place 
facilities in a logistics network to minimize total transportation costs from and to those 
facilities. Four underlying assumptions of the problem are the following: customers 
assumed to already be at points or on routes, facilities to be located, a space in which 
customers and facilities are located, and a standard metric that specifies distances or times 
between customers and facilities. Facilities in the location problem are small relative to the 
space in which they are located, and interactions between facilities may occur (Farahani 
& Hekmatfar, 2009). 

Facility location decisions are critical to strategic planning for private sectors such as 
industrial estates, banks, retail facilities, distribution centers (DCs), and public sectors such 
as hospitals, post offices, and government headquarters. Determining facility locations is 
one of the broad and long-term decisions influencing numerous operational and logistical 
decisions. Locating or relocating facilities usually involves huge investments, as it may 
need to pay enormously for land acquisition and facility construction. Therefore, decision-
makers must consider not only every current perspective of the facility but also unforeseen 
future events that may affect the facility, such as demographics, climate change, and market 
trend evolution during its lifetime (Farahani & Hekmatfar, 2009).
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The location problem was first introduced in 1909 when Alfred Weber considered 
how to place a single warehouse in such a way as to minimize the total distance between 
the warehouse and several customers. After that, the location problem was advanced by 
several other applications. For example, Hakimi (1964) wanted to locate switching centers 
in a communication network, while Farahani and Hekmatfar (2009) tried to locate police 
posts along a highway system. 

Drezner et al. (2003) studied the best location of a central warehouse to determine the 
number and the locations of local warehouses. They built simple models that considered 
inventory and service costs and compared them with those from the traditional model, 
minimizing the total transportation cost. The models were demonstrated on an example 
problem with up to 10,000 demand points. Excel Solver solves each model in less than 
half a second. However, it turned out that the location solutions for all the models were 
quite different from one another. The conclusion of this research showed that different 
models led to different locations. Therefore, the decision-maker needed to decide which 
model was the most appropriate for the situation. In addition, numerical results showed 
that ignoring inventory costs made the models less accurate.

Yang et al. (2007) investigated the location problem regarding selecting distribution 
centers from a potential set so that the total relevant cost was minimized under a fuzzy 
environment. More specifically, the setup cost, turnover cost, and demands of the customers 
were assumed fuzzy variables. Consequently, a probabilistic-constrained programming 
model for the problem was designed, and some properties of the model were examined. 
Tabu search, genetic and fuzzy simulation algorithms were integrated to search for the 
approximate best solution while satisfying the transportation and assignment constraints 
of the DCs. The effectiveness and robustness of the hybrid algorithm were tested through a 
numerical example. As a result, fuzzy chance-constrained programming was constructed as 
a decision model for the problem. For the convenience of model solving, some mathematical 
properties of the model were also obtained.

Dantrakul et al. (2014) applied greedy, p-median, and p-center algorithms to the facility 
location problem to minimize the sum of the setup and transportation costs. Those two 
costs were considered a function of the number of opened facilities. The network in this 
work represented the road transportation system of six provinces in Northern Thailand. The 
facility location model with bounds for the number of the opened facility was constructed 
in this work. The performances of the constructed methods were tested using 100 random 
data sets. Simulation results showed that the method developed from the greedy algorithm 
was suitable for solving the problem when the setup cost was higher than the transportation 
cost. In contrast, the p-median-based methods were more efficient for the opposite case 
when the setup cost was lower.
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Sharma and Jalal (2017) developed a new clustering and mixed-integer linear 
programming-based hybrid approach for solving the facility location problem. The main 
objective was to utilize the facility by maximizing the number of possible customers to 
maximize profit. The numerical results showed that the profit started to decrease as the 
number of clusters increased. If the profit kept decreasing, it indicated that the solution 
procedure would stop. 

Chen (2019) studied the location problem of DCs based on the Baumer Walvar model 
using Jiaji Logistics as a case study. This research aimed to optimize the total DC costs, 
consisting of four cost components, namely, the transportation cost from the factories to 
DCs, and from DCs to the customers, the DCs’ fixed costs, and the DCs’change fee. The 
whole cargo of Jiaji logistics was transported from five factories (Chongqing, Chengdu, 
Xi’an, Zhengzhou, and Lanzhou) to four customers (Guangzhou, Shanghai, Hangzhou, 
and Tianjin). The company wanted to select the optimal five DCs out of the predetermined 
eight DCs (Wuhan, Nanchang, Guiyang, Changsha, Shijiazhuang, Beijing, and Nanjing). 
The economies of scale were also taken into account. The results showed that the minimum 
cost was 7,301,620 yuan, and the optimal locations of DCs were Nanchang, Nanjing, 
Guiyang, Changsha, and Shijiazhuang.

As for previous work on the K-means clustering, algorithms, distance metrics, and 
performance measurement are of our interest and are presented as follows. 

Singh et al. (2013) compared the K-means clustering using three different distance 
metrics: Euclidean, Manhattan, and Minkowski. All the experiments were performed on 
dummy data. The result showed that Euclidean distance gave the best performance while 
Manhattan distance yielded the worst. 

Sinwar and Kaushik (2014) studied two popular distance metrics, Euclidean and 
Manhattan, on the simple K-means clustering. They used two real and one synthetic data 
set, namely, Iris, Diabetes, and BIRCH. The development tool for clustering data items 
was WEKA, and the numbers of clusters used in this research were 2, 3, 4, 5, 6, and 7. The 
results showed that the Euclidean method was more efficient than the Manhattan method 
in terms of the number of iterations performed during centroid calculation.

Gultom et al. (2018) analyzed and compared object clustering from real big data using                
K-means and K-medoid methods. In both methods, combination testing used three distance 
metrics: Euclidean, Canberra, and Chebyshev. The sample dataset contained six variables 
collected from three college classes having 147,679 students at Medan State University. 
Performance measurement was the Davies-Bouldin index. The results showed that the 
Chebyshev distance in K-means yielded better results than that in K-medoid in terms of 
accuracy and quality. On the other hand, the results suggested not to use the Canberra 
distance in K-means nor K-medoid because the Davies-Bouldin index was undefined. 
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In the next section, the K-means clustering using three different distance metrics and 
the proposed demand-weighted approaches is explained. 

 
THE TYPICAL AND PROPOSED CLUSTERING APPROACHES

This section describes the typical K-means clustering along with the proposed modified 
one in detail. K-means clustering is the most commonly used clustering algorithm and one 
of the most efficient partitional clustering algorithms. The K-means clustering algorithm’s 
general steps are explained step by step as follows (Gultom et al., 2018; Aggarwal & 
Reddy, 2014).

Step 1: Determine the number of clusters formed in the dataset, K. 
Step 2: Randomly choose K representative points as initial “centroids” of the K clusters.
Step 3: For each point, calculate the distance to each centroid and identify the closest 

 centroid. 

Then, assign that point to the cluster.

Step 4: Once all the points are assigned to clusters, update the centroids of all clusters.
Step 5: Repeat step 3 to step 4 until all the points in each cluster do not change. The 

 algorithm stops. The last set of centroids is used as the desired locations.

However, in our application of locating the DCs for a convenience store franchise 
where the points to be clustered represent the convenience stores and the centroids represent 
the locations of the DCs serving the stores in the same clusters, it is natural to also take 
into consideration the different demands at the served stores. Therefore, in our case, the 
demands are used as weights in computing the updated centroids after the clusters are 
formed at each iteration. 

In the following, the modified K-means clustering algorithm that incorporates the stores’ 
different demands is applied to and explained in our application context. Simultaneously, 
three distance metrics, namely, Euclidean, Manhattan, and Chebyshev, are experimented 
with in the algorithm as well. Finally, together with the typical and demand-weighted 
centroid calculations, six combinations are tried to compete for the best algorithm. The 
notations used in this article are defined as follows.

K = the number of clusters/centroids/DCs; in our case here, K = 8.
N  = the total number of convenience stores. Here, N = 260.
Ti  = the number of convenience stores in cluster i; i = 1, 2,…, K. 
Xi  = (xi, yi) refers to the location of centroid i representing DC i, where xi and yi are 
the latitude and longitude of centroid i, i = 1, 2,…, K, respectively.
Sj = (rj, sj) refers to the location of convenience store j, where rj and sj are the latitude 
and longitude of store j, j = 1,2,…, N, respectively.
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Si
j = (ri

j, si
j) refers to the location of store j that is assigned to cluster i.

wj = the demand at convenience store j 

Then, the K-means using each of these three-distance metrics, Euclidean, Manhattan, 
and Chebyshev, and the modified demand-weighted K-means using each of the above 
metrics proceed in detail as follows.

Step 1: Random eight initial centroids Xi; i = 1, 2,…, 8, representing eight initial DCs. 
Step 2: For a fixed convenience store Sj, calculate the distance between the store and each

centroid 
Xi uses one of the three metrics, i.e., Euclidean, Manhattan, and Chebyshev, according 

to Equations 1, 2, and 3 (Singh et al., 2013).

DEuclidean(Sj, Xi) = ( ) ( )2 2

j i j ir x s y− + −  i = 1, 2,…, 8         (1)

or DManhattan(Sj, Xi) = |rj-xi|+|sj-yi|          i = 1, 2,…, 8         (2)

or DChebyshev(Sj, Xi) = max(|rj-xi|,|sj-yi|)  i = 1, 2,…, 8         (3)

Then, select the centroid i that minimizes the distance from store j. Assign this store 
Sj to cluster Xi accordingly. Now, Sj becomes Si

j; that is, store j is grouped in cluster i; in 
other words, served by centroid or DC i. Repeat this step for all other stores. 

Step 3: Calculate the new location of each centroid i, using the typical average of all store 
locations j in cluster i, as Equation 4.

1 1,

i iT T
i i
j j

j j
i

i i

r s
X

T T
= =

 
 
 =
 
 
 

∑ ∑         for i = 1, 2,…, 8       (4)

On the other hand, the effect of each store’s different demand results in the proposed 
demand-weighted average for computing the new location of each centroid i as Equation 5.
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X
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= =

= =

 
 
 =
 
 
 

∑ ∑

∑ ∑
    for i =1, 2,…, 8           (5)

Step 4: Repeat Steps 2 to 3 until all convenience stores in the final clustering are the same 
 as in the immediate previous clustering.

Step 5: The total distribution cost from DCs to their served stores is calculated, and the 
 Davies–Bouldin index (DBI) is computed to measure the effectiveness. As for the 
 efficiency measurement, the number of iterations to the final clusters is determined. 

 The details of these measures are given in the next section.
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Step 6: Repeat Steps 1 through 5 for 10,000 instances to obtain the expected distribution 
cost, the expected DBI, and the expected number of iterations to the final clusters, 
accordingly.

Now that all the algorithm steps have been stated, the effectiveness and efficiency 
of the six clustering approaches will be measured and compared. These issues will be 
explained in more detail next.

THE EFFECTIVENESS AND EFFICIENCY MEASUREMENT 

The modified demand-weighted K-means algorithm described above employs three 
different distance metrics and two centroid location calculations. As a result, six different 
approaches are carried out for each problem instance. The first three approaches are named 
after the three-distance metrics: Euclidean, Manhattan, and Chebyshev. The other three 
approaches incorporating the demands as the weights in updating the centroid location 
calculation are Weighted Euclidean, Weighted Manhattan, and Weighted Chebyshev. After 
the experiments are performed, these six approaches are compared by their effectiveness 
and efficiency. In terms of effectiveness, the expected total distribution cost and the 
expected Davies–Bouldin index (DBI) are measured. In contrast, in terms of efficiency, 
the expected number of iterations to the final clusters is determined for each of the six 
clustering approaches.

Measurement of Effectiveness: Distribution Cost 

For our application, we are most concerned with the overall distribution cost of locating 
the DCs. Typically, the distribution cost depends on the transportation rate, the shipment 
weight, and the traveling distance. Let us assume that the transportation rate is $1 per 
kilometer per one shipment weight unit. Assume further that the shipment load is the 
demand at each store Sj served by DC Xi, denoted by lij. Finally, for the traveling distance 
between the store and its relevant DC, the Euclidean metric is used in the calculation. 
Therefore, the distribution cost from DC Xi to store Sj is as in Equation 6.

Distribution cost = $1× lij × DEuclidean(Sj, Xi)                                  (6)

Measurement of Effectiveness: Davies–Bouldin Index (DBI) 

The Davies-Bouldin Index (DBI), introduced by David L. Davies and Donald W. Bouldin 
in 1979, is a metric for evaluating clustering algorithms. It is an internal evaluation scheme 
in which the evaluation of how well the clustering is performed is based on variables 
and features that are intrinsic to the dataset. The process of calculating DBI is as follows 
(Davies & Bouldin, 1979): 
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Step 1: For each cluster i, calculate the average distance between all stores Sj in the cluster 
and DC Xi, denoted by Ai, by Equation 7. 

( ) ( )2 2

1 1

1 1i i

j j

T T
i i

i i i i
j ji i

i
jA X r x s y

T T
S

= =

= − = − + −∑ ∑ ; i =1,2,…,8.        (7)

Step 2: Calculate the distance between DCs Xh and Xi, denoted by Mhi, according to Equation 8.

 ( ) ( )2 2
hi h i h i h iM X X x x y y= − = − + −                      (8)

Step 3: For each pair of DCs Xh and Xi, can calculate using Equation 9

,
,

h i
h i

h i

A AR
M
+

=                                                                                 (9)

Then, identify using Equation 10

,maxi h ih i
D R

≠
=                                                                               (10)

Step 4: Finally, calculate DBI using the following Equation 11.

1

1 K

i
i

DBI D
K =

= ∑                                                                              (11)

Measurement of Efficiency: Number of Iterations to the Final Clusters 

To measure efficiency, for each instance, the number of iterations to the final clusters, 
where all the stores served by the DCs remain unchanged from the previous iteration, is 
counted. Once the experiment is repeated for 10,000 instances, an average is obtained for 
each of the six clustering approaches. 

THE EXPERIMENTS, THE RESULTS, AND THE DISCUSSION

This section presents the experiments, their results, and the discussion. First, all the 
previously mentioned six different clustering approaches, resulting from a combination 
of three different distance metrics and two calculation methods for centroid locations, are 
experimented with for our location problem. More precisely, Euclidean, Manhattan, and 
Chebyshev, together with the other three demand-weighted approaches, are Weighted 
Euclidean, Weighted Manhattan, and Weighted Chebyshev, are applied to find the optimal 
eight DC locations for distributing goods to 260 convenience stores in Eastern Thailand. 

The experiments conducted in this study use a total of 10,000 different instances. For 
comparison purposes, each instance randomizes new initial centroids, and these same initial 
centroids are then used in all six approaches. After the 10,000 instances are carried out for 
each approach, the effectiveness and efficiency measurement expectations are calculated 
over these 10,000 instances. 
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The optimal solutions obtained from these six clustering approaches are first tabulated, 
followed by their efficiency and effectiveness results reported in tabular and graphical 
presentation. In addition, a discussion of all the results is provided. 

Also, note that all the experiments in this research are run on Intel® Core™ i5-1035G4 
with 8 GB of DDR4 memory. The programs are coded in R-programming on RStudio 
version 1.3.1093.  

Optimal Solution Results: The Locations of Eight Centroids or DCs

All eight optimal centroids or DC locations are obtained after implementing all six 
clustering approaches (Table 1). They all yield the optimal locations nearby, which are not 
easy to differentiate. Therefore, measurement of the effectiveness and efficiency of the six 
clustering approaches is needed for comparison purposes.

Table 1 
Optimal eight centroids from six different clustering approaches

Clustering Approach Centroid 1 Centroid 2 Centroid 3 Centroid 4

Euclidean (13.358,100.988) (13.017,101.132) (13.867,101.004) (12.700,101.341)

Weighted Euclidean (13.365,100.989) (13.018, 101.135) (13.876,101.009) (12.697,101.337)

Manhattan (12.380,101.933) (12.794,101.164) (13.797,101.208) (13.152,101.045)

Weighted Manhattan (12.487,101.842) (12.786,101.171) (13.799,101.208) (13.156,101.042)

Chebyshev (13.357,100.991) (13.024,101.126) (13.867,101.004) (12.699,101.347)

Weighted Chebyshev (13.355,100.990) (13.024,101.130) (13.876,101.009) (12.697,101.337)

Clustering Approach Centroid 5 Centroid 6 Centroid 7 Centroid 8

Euclidean (12.879,100.912) (13.624,101.131) (11.972,102.312) (13.131,100.950)

Weighted Euclidean (12.875,100.912) (13.642,101.151) (11.972,102.312) (13.129,100.949)

Manhattan (13.030,101.060) (13.507,101.108) (12.692,100.929) (12.906,100.928)

Weighted Manhattan (13.019,101.068) (13.604,101.075) (12.691,100.931) (12.906,100.930)

Chebyshev (12.876,100.916) (13.625,101.126) (11.972,102.312) (13.131,100.947)

Weighted Chebyshev (12.875,100.912) (13.631,101.132) (11.972,102.312) (13.130,100.946)

Effectiveness Results: The Expected Distribution Cost

For the effectiveness measurement, the first indicator, the distribution cost from each 
approach, is calculated (Equation 6) in the previous section and then reported and visualized 
(Figure 2). The expectation is averaged over 10,000 instances for each clustering approach. 

Weighted Chebyshev and Chebyshev produce the first two lowest expected distribution 
costs of $1,559.66 and $1,564.61, respectively. On the contrary, Weighted Manhattan and 
Manhattan generate the worst two expected distribution costs of $6,805.71 and $6,650.62, 
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respectively. Note that the expected distribution costs of these worst two are also far from 
those of the remaining approaches. 

$1,559.66 $1,564.61 $1,569.07 $1,581.26 

$6,650.62 $6,805.71 

$0.00
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Figure 2. Bar chart of the expected distribution costs over 10,000 instances from each different clustering 
approach

Effectiveness Results: The Expected DBI

The other indicator of effectiveness is the expected Davies-Bouldin Index (DBI) from the 
six approaches. They are calculated according to the steps in the previous section and then 
reported and visualized by bar charts in Figure 3.

The results show that Weighted Chebyshev and Chebyshev yield the best two expected 
DBIs of 0.6779 and 0.6793, respectively. In contrast, Manhattan and Weighted Manhattan 
yield the worst two DBIs of 2.1905 and 2.0939, respectively. Similar to the above 
effectiveness results by the expected distribution costs, the two DBIs of these two worst 
approaches are far away from those of the remaining approaches even though the worst 
here, Manhattan, and the second worst, Weighted Manhattan, are interchanged from before.



Pertanika J. Sci. & Technol. 31 (2): 655 - 670 (2023)666

Chartchai Leenawong and Thanrada Chaikajonwat

Figure 3. Bar chart of the expected DBI over 10,000 instances from each different clustering approach

Efficiency Results: The Expected Number of Iterations to the Final Clusters
For the efficiency measurement of all six approaches, the expected numbers of iterations 
to the final clusters are determined and compared. They averaged over 10,000 instances 
for each clustering approach. Euclidean yields the lowest expected number of iterations 
at 8.65 (Figure 4). Slightly in the second and third bests are Weighted Chebyshev at 8.88 
and Chebyshev at 8.97, while Weighted Manhattan and Manhattan are the worst two with 
the numbers far away from the rest, that is, 16.01 and 14.84, respectively. Thus, in terms 
of efficiency, it is fair to say Euclidean, Weighted Chebyshev, and Chebyshev are among 
the most efficient approaches. 

Figure 4. Bar chart of the expected number of iterations to the final clusters over 10,000 instances from each 
different clustering approach

8.65 8.88 8.97 9.10 

14.84 
16.01 

0.00

2.00

4.00

6.00

8.00

10.00

12.00

14.00

16.00

18.00

Euclidean Weighted
Chebyshev

Chebyshev Weighted
Euclidean

Manhattan Weighted
Manhattan

Expected Number of Iterations

0.6779 0.6793 0.6891 0.6906 

2.0939 
2.1905 

0.00

0.50

1.00

1.50

2.00

2.50

Weighted
Chebyshev

Chebyshev Weighted
Euclidean

Euclidean Weighted
Manhattan

Manhattan

Expected DBI



Pertanika J. Sci. & Technol. 31 (2): 655 - 670 (2023) 667

Modified K-means Clustering for Demand-Weighted Locations 

The Discussion of the Results    

The optimal locations obtained from the six clustering approaches are not significantly 
different (Table 1). Thus, the effectiveness and efficiency measurement can be good 
indicators for differentiating the six approaches as reported in the previous subsections. 
Nevertheless, a discussion on the combined results across every approach is needed and 
hence given here. 

Starting with a summary of the effectiveness and efficiency results (Table 2) and 
obviously, Weighted Chebyshev is most effective either judged by the expected distribution 
cost or the expected DBI (Figure 5). Moreover, even though Euclidean is the most efficient 
among the six approaches, the second most efficient, Weighted Chebyshev, is just slightly 
behind. Hence, Weighted Chebyshev could be the clustering approach that best fits our 
case study of locating the DCs to serve their convenience stores with different demands.

Table 2 
Summary of the effectiveness and efficiency of all six different clustering approaches

Clustering
Approach

Effectiveness Efficiency
Expected

distribution cost
Expected

DBI
Expected number

of iterations
Weighted Chebyshev $1,559.66 0.6779 8.88
Chebyshev $1,564.61 0.6793 8.97
Weighted Euclidean $1,569.07 0.6891 9.10
Euclidean $1,581.26 0.6906 8.65
Manhattan $6,650.62 2.1905 14.84
Weighted Manhattan $6,805.71 2.0939 16.01

Figure 5. Graphical summary of the effectiveness and efficiency results from all six different clustering approaches
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In this section, the results from the six experiments using the three types and three 
proposed clustering approaches have been reported and discussed combined results. In the 
next section, a conclusion of this work is first given. Then, suggestions for future research 
improvement are provided in the end. 

CONCLUSION AND SUGGESTIONS   

This research examines the location problem with a case study of locating DCs for 
Thailand’s convenience store franchise. The K-means clustering algorithm is adapted so 
that the centroids in the final iteration can be used as the appropriate locations. In addition 
to the Euclidian distance typically used in the K-means clustering, two other distance 
metrics, Manhattan and Chebyshev, are also used. 

Furthermore, due to this particular location problem’s characteristics of having different 
demands at the stores and thus different shipment sizes, the locations should be pulled by 
the center-of-gravity rule. Therefore, modifications to the algorithm are necessary to suit 
this application better. This research proposes one way of doing so by adjusting the centroid 
calculation. As a result, the centroid calculation at each iteration is weighted by the stores’ 
different demands. Besides the first three distance metrics, namely, Euclidean, Manhattan, 
and Chebyshev, another three modified distance metrics are proposed and named Weighted 
Euclidean, Weighted Manhattan, and Weighted Chebyshev, respectively.

After these, six clustering approaches are experimented on in the case study of locating 
eight DCs to service 260 convenience stores in Eastern Thailand. The resulting eight DCs’ 
locations show insignificantly different, and thus the effectiveness and efficiency of these 
approaches play a significant role. In conclusion, the clustering approach best fits this 
certain problem is the proposed demand-weighted Chebyshev.

Apart from this, several possible ideas for future research are suggested. First, the cost 
of constructing a DC at each location is usually different, so it should somehow be reflected 
in the algorithms. The same logic can also be applied to the different transportation rates 
at different locations. 

Also, another way to incorporate the center-of-gravity impact of the stores’ different 
demands is by introducing another attribute into the distance metric Equation. In addition to 
the latitude and longitude attributes, the store’s demand can be treated as another attribute.

Furthermore, other than the three-distance metrics employed here, the distances 
between the convenience stores and their distribution centers may be figured from the real 
world based primarily on existing land routes. 

Finally, as in the traditional K-means clustering, the complexity of the initialization 
steps can be viewed as a trade-off to the number of iterations to the final clusters. It is 
suggested to explore further into this issue to obtain higher algorithm efficiency. 



Pertanika J. Sci. & Technol. 31 (2): 655 - 670 (2023) 669

Modified K-means Clustering for Demand-Weighted Locations 

ACKNOWLEDGEMENT

The authors want to thank the anonymous reviewers whose valuable comments and 
thoughtful suggestions helped enhance the quality of this manuscript. The authors would 
also like to express sincere thanks to the editors who were always there for us since the 
very first step of this publication process.

REFERENCES 
Aggarwal, C. C., & Reddy, C. K. (Eds.). (2014). Data clustering algorithms and applications. CRC Press.

Chen, H. (2019). Location problem of distribution center based on Baumer Walvar model: Taking Jiaji logistics 
as an example. Open Journal of Business and Management, 7(2), 1042-1052. https://doi.org/10.4236/
ojbm.2019.72070

Dantrakul, S., Likasiri, C., & Pongvuthithum, R. (2014). Applied p-median and p-center algorithms for 
facility location problems. Expert Systems with Applications, 41(8), 3596-3604. https://doi.org/10.1016/j.
eswa.2013.11.046

Davies, D. L., & Bouldin, D. W. (1979). A cluster separation measure. IEEE Transactions on Pattern Analysis 
and Machine Intelligence, 1(2), 224-227. https://doi.org/10.1109/TPAMI. 1979.4766909

Drezner, Z., Scott, C., & Song, J. S. (2003). The central warehouse location problem revisited. IMA Journal 
of Management Mathematics, 14(4), 321-336. https://doi.org/10.1093/imaman/ 14.4.321

Farahani, R. Z., & Hekmatfar, M. (Eds.). (2009). Facility location: Concepts, models, algorithms and case 
studies. Springer Science & Business Media.

Gultom, S., Sriadhi, S., Martiano, M., & Simarmata, J. (2018). Comparison analysis of K-means and K-medoid 
with Euclidean distance algorithm, distance, and Chebyshev distance for big data clustering. In IOP 
Conference Series: Materials Science and Engineering (Vol. 420, No. 1, p. 012092). IOP Publishing. 
https://doi.org/10.1088/1757-899X/420/1/012092

Hakimi, S. L. (1964). Optimum locations of switching centers and the absolute centers and medians of a graph. 
Operations Research, 12(3), 450-459. https://doi.org/10.1287/opre.12.3.450

Langley, C. J., Novack, R. A., Gibson, B., & Coyle, J. J. (2020). Supply chain management: A logistics 
perspective. Cengage Learning.

Ministry of Foreign Affairs. (2017). Tourism industry in Thailand. Netherlands embassy in Bangkok. https://
www.rvo.nl/sites/default/files/2017/06/factsheet-toerisme-in-thailand.pdf  

Sharma, A., & Jalal, A. S. (2017). Clustering based hybrid approach for facility location problem. Management 
Science Letters, 7(12), 577-584. https://doi.org/10.5267/j.msl.2017.8.007

Singh, A., Yadav, A., & Rana, A. (2013). K-means with three different distance metrics. International Journal 
of Computer Applications, 67(10), 13-17. https://doi.org/10.5120/11430-6785 

Sinwar, D., & Kaushik, R. (2014). Study of Euclidean and Manhattan distance metrics using simple K-means 
clustering. International Journal for Research in Applied Science and Engineering Technology (IJRASET), 
2(5), 270-274. 



Pertanika J. Sci. & Technol. 31 (2): 655 - 670 (2023)670

Chartchai Leenawong and Thanrada Chaikajonwat

Surawattananon, N., Reancharoen, T., Prajongkarn, W., Chunanantatham, S., Simakorn, Y., & Gultawatvichai, 
P. (2021). Revitalising Thailand’s tourism sector. Bank of Thailand. https://www.bot.or.th/Thai/
MonetaryPolicy/EconomicConditions/AAA/250624_WhitepaperVISA.pdf

Wang, M. (2018). The research of strategy for the 7-eleven convenience store in Thailand (Masters dissertation). 
Siam University, Thailand. https://e-research.siam.edu/wp-content/uploads/2019/08/IMBA-2018-IS-The-
Research-of-Strategy-for-the-7-Eleven-Convenience-Store_compressed.pdf

Yang, L., Ji, X., Gao, Z., & Li, K. (2007). Logistics distribution centers location problem and algorithm under 
fuzzy environment. Journal of Computational and Applied Mathematics, 208(2), 303-315. https://doi.
org/10.1016/j.cam.2006.09.015



Pertanika J. Sci. & Technol. 31 (2): 671 - 688 (2023)

SCIENCE & TECHNOLOGY
Journal homepage: http://www.pertanika.upm.edu.my/

Article history:
Received: 12 March 2022
Accepted: 28 July 2022
Published: 06 March 2023

ARTICLE INFO

E-mail addresess:
evi@ugm.ac.id (Rudiati Evi Masithoh) 
freza836@gmail.com (Muhammad Fahri Reza Pahlawan) 
devialicia01@mail.ugm.ac.id (Devi Alicia Surya Saputri) 
faridra1998@gmail.com (Farid Rakhmat Abadi)
*Corresponding author

ISSN: 0128-7680
e-ISSN: 2231-8526 © Universiti Putra Malaysia Press

DOI: https://doi.org/10.47836/pjst.31.2.03

Visible-Near-Infrared Spectroscopy and Chemometrics for 
Authentication Detection of Organic Soybean Flour 
Rudiati Evi Masithoh*, Muhammad Fahri Reza Pahlawan, Devi Alicia Surya 
Saputri and Farid Rakhmat Abadi

Department of Agricultural and Biosystems Engineering, Faculty of Agricultural Technology, Universitas 
Gadjah Mada, Yogyakarta, Indonesia

ABSTRACT

Organic and non-organic soybean flours, although visually indifferent, have a significant 
difference in price and nutrition content. Therefore, the accurate authentication detection of 
organic soybean flour is necessary. Visible-near-infrared (Vis-NIR) spectroscopy coupled 
with chemometric methods is a non-destructive technique applied to detect authentic or 
adulterated organic soybean flour. The spectra of organic, adulterated organic, and non-
organic soybean flours were captured using a Vis-NIR spectrometer at 350–1000 nm. The 
spectra were analyzed using partial least squares (PLS), principal component analysis 
(PCA), and the combination of these two with discriminant analysis (DA). The results 
showed that PCA using PC1 and PC2 could differentiate organic and non-organic soybean 
flours, whereas PC1 and PC4 can detect pure and adulterated organic soybean flours. 
The PCA–linear DA models showed 98.5% accuracy (Acc) for predicting pure organic 
and adulterated soybean flours and 100% Acc for predicting organic and non-organic 

flours. Moreover, PLS regression models 
resulted in a high R² of >95% for predicting 
organic and non-organic flours and pure 
and adulterated soybean flours. In addition, 
the PLS-DA models can differentiate 
organic from non-organic soybean flour and 
distinguish pure and adulterated soybean 
flours with 100% Acc and reliability.

Keywords: Authentication, PCA, PCA-LDA, PLS-

DA, PLSR, soybean flour, Vis-NIR 
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INTRODUCTION

Soybean (Glycine max (L.) Merr.) is a protein-rich commodity popularly used as a staple 
food in some Asian countries (Hartman et al., 2016). Soybean is usually processed into 
various foods, such as tofu, tempeh, soy sauce, soy milk, miso, and beverages, or consumed 
as soy grain or flour. Soybean is labeled “organic” if produced from organic farming, where 
cultivation is performed without synthetic fertilizers and pesticides (Gomiero, 2018). The 
organic soybean market has grown rapidly along with increased public awareness of the 
environment, human health, and food safety. 

The high demand for organic soybean-based products can lead to potential fraudulent 
practices such as adulteration. Food adulteration is the intentional addition or substitution 
of inferior substances into the main food ingredients. Food adulteration can be dangerous 
to consumers’ health; it affects food safety and quality and reduces consumer trust (Meerza 
& Gustafson, 2019). 

Although organic and non-organic soy flours have similar nutritional contents, they 
differ in nutritional composition. Organic soybeans contain more sugars, total proteins, 
and zinc but less fiber, saturated fat, and omega-6 fatty acids than non-organic soybeans 
(Bøhn et al., 2014). However, organic and non-organic soybean flours have no visible 
difference, thus causing difficulty in distinguishing them visually if both products are 
mixed. Given the higher cost of organic soybeans, the addition of non-organic soybeans 
into organic ones is inevitable. Several methods, ranging from analytical (Martins et al., 
2019), chromatographic (Esteki, Simal-gandara, et al., 2018) to spectroscopic ones (Esteki, 
Shahsavari, et al., 2018), have been used to detect food additives or adulteration.

The infrared (IR) spectroscopy method has been used to detect adulteration (Sørensen 
et al., 2016) or food fraud (Nobari-Moghaddam et al., 2021). IR spectroscopy studies 
have been carried out to detect adulteration in commodities that have similar visual 
appearances, such as adulteration in brown sugar (using Fourier transform (FT)-NIR and 
FT-IR spectroscopy) (Masithoh, Roosmayanti, et al., 2021; Rismiwandira et al., 2020; 
Roosmayanti et al., 2021), dairy milk (Jawaid et al., 2013), or sugar (Masithoh, Rondonuwu, 
et al., 2020). On the other hand, limited studies have been conducted to detect adulteration 
using visible–near-IR (Vis-NIR) spectroscopy. Some focused on adulterating desiccated 
coconut powder with coconut milk residue (Pandiselvam et al., 2022) or green banana 
flour with wheat (Ndlovu et al., 2021). Nonetheless, studies for detecting adulteration of 
non-organic to organic soybean flours using Vis-NIR spectra have not been studied. 

Therefore, this study aimed to investigate the feasibility of Vis-NIR spectroscopy to 
detect the authentication of organic soybean flour using supervised and unsupervised pattern 
recognition methods. In this study, the discrimination methods applied were principal 
component analysis (PCA), which is an unsupervised and often used for dimension 
reduction and data visualization (Masithoh, Lohumi, et al., 2020) and PCA combined 
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with linear DA (PCA-LDA), which is a supervised method used to classify data with a 
predetermined class (Khuwijitjaru et al., 2020). Partial least square regression (PLSR) is the 
most used quantitative multivariate analysis method for predicting numerical parameters 
in spectroscopy. For classification with qualitative parameters, PLSR is combined with 
discriminant analysis (PLS-DA). Therefore, four multivariate analyses were used in the 
present work: PCA, PCA-LDA, PLSR, and PLS-DA. This research is the first study of the 
quantitative assessment of authentication and adulteration in organic soybean flour based 
on Vis-NIR spectroscopy using various pattern recognition methods.

MATERIALS AND METHODS

Sample Preparation

Organic and non-organic soybean flours were obtained from local markets in Indonesia 
from respected online shops after studying the sellers from the reviews provided by the 
previous buyers. The sample price for organic soybean was significantly higher compared 
to non-organic ones. PCA analysis was performed to confirm organic and non-organic 
samples, which resulted in the clear separation of both samples. Four brands of organic flour 
and two brands of non-organic flour were used in this study. Soybean flours from different 
brands were mixed to prepare pure and pure non-organic flours. Pure flours were sieved 
manually using a 50-mesh sieve (0.29 mm, American Society for Testing and Materials 
standard) to obtain uniform-size samples. Samples that did not pass the 50-mesh sieve 
were re-grinded and re-sieved. 

Five concentrations (5, 10, 15, 20 and 25%) of non-organic soybean flour as adulterant 
materials were added to organic soybean flour. Ten samples were prepared for each 
adulterant concentration. Each sample consisted of 80 g flour mixed manually in a closed 
bottle for 5 min. Another 20 samples of pure organic and pure non-organic soybean flours 
were prepared. In total, 70 samples were dried using a food dehydrator at 60°C for 12 h 
to remove excess water before spectrum acquisition.

Spectrum Acquisition

A soybean flour sample was placed in an aluminum cup with 1 cm height and 4 cm diameter 
for spectrum acquisition. All samples were scanned using a Vis-NIR miniature spectrometer 
(Flame-T-VIS-NIR Ocean Optics, 350–1000 nm) with tungsten halogen light (360–2400 
nm, HL-2000-HP-FHSA Ocean Optics) and a reflection probe (QR400-7-VIS-NIR Ocean 
Optics). A probe holder was purposedly built to hold the probe and minimize the external 
light. The distance between the probe and the sample was 5 mm. Figure 1 shows the 
spectrum measurement setup. 
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Reflectance spectra were collected using OceanView 1.6.7 software with an integration 
time of 150 ms, scanning average of 50, and boxcar width of 1. The white and black 
reference spectra were measured to calibrate the spectrometer instrument. Instrument 
calibration was repeated every 10 scannings. Ten spectra were obtained for each sample 
of pure and adulterated soybean flour at room temperature (28ºC), resulting in a total of 
600 spectra.

Figure 1. Schematic of the spectrum measurement 
set-up

Multivariate Analysis

A total of 600 spectra were obtained from 
pure non-organic, purely organic, and 
adulterated organic soybean flours (5, 10, 
15, 20 and 25% of adulterant). The obtained 
spectra were compiled in MS Excel® and 
imported to Unscrambler®X software 
(CAMO, Oslo, Norway) for multivariate 
analysis. This research used PCA, PCA-
LDA, PLSR, and PLS-DA to differentiate 
organic and non-organic soybean flours and 
determine the adulteration concentration of 
non-organic in organic soybean.

Unsupervised techniques, such as PCA, were used for dimension reduction, pattern 
recognition, and outlier identification (Berrueta et al., 2007). PCA was applied to 
discriminate pure organic and non-organic soybean flours using 200 spectra. Moreover, 
PCA was used to discriminate pure and adulterated organic soybean flours using 600 
spectra by omitting the spectra of pure non-organic soybean flour. Outlier identifications 
were performed by analyzing residuals and T2. The supervised analysis used in this study 
was PCA-LDA, PLSR, and PLS-DA. For supervised analysis, the samples were randomly 
divided into calibration and prediction data sets. The calibration sets for organic and non-
organic analysis consisted of 133 data, whereas pure and adulterated organic analysis 
consisted of 400 data. The prediction set for organic and non-organic analysis and pure 
and adulterated organic analysis consisted of 67 and 200 data, respectively. 

PCA-LDA was conducted using a linear method with seven components. PCA-LDA 
uses PCA to reduce the spectral dimension and LDA to maximize the separation of a given 
class (Berrueta et al., 2007). PCA-LDA was performed using spectra as the predictor and 
sample types, such as organic, non-organic, and adulterated flours, as classification category 
variables. The classification category variables used were labeled “Pure” for pure organic 
soybean flour and “5, 10, 15, 20 and 25%” for adulteration concentrations of non-organic 
soybean flour. The classification category variables used in the organic and non-organic 
analysis were the “Organic and “Non-organic” label.
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PLSR is a supervised quantitative analysis used to analyze the correlation between 
spectra and quantitative variables. PLSR analysis was performed using spectrum data 
as predictors and quantitative variables as responses. The PLSR method was applied to 
distinguish organic, and non-organic soybean flours using quantitative Y-variables, namely, 
purely organic and various adulteration concentrations (5, 10, 15, 20 and 25%). Moreover, 
PLSR analysis was used to predict the adulteration of non-organic to organic soybean 
flour, using Y-variables based on the binary label “0” for organic soybean flour and “1” 
for non-organic soybean flour. 

PLS-DA is a classification analysis technique that can analyze the correlation between 
spectra and non-numerical variables in binary label form. Similar to PLSR, PLS-DA is 
performed using spectrum data as predictors and quantitative variables as responses (Vieira 
et al., 2021). For the determination of organic and non-organic soybean flour, the binary 
label was determined as “0” for organic soybean flour and “1” for non-organic soybean 
flour. For the determination of pure and adulterated organic soybean flour, the binary label 
“0” was used for the pure organic sample, and the value of “1” was used for adulterated 
samples in all concentrations. To obtain a clear class prediction, we classified the predicted 
values <0.5 as “0” and >0.5 as “1.” The predicted binary values were then classified into 
DA parameters (Table 1). The DA classes from each class were used to calculate the model 
accuracy (Acc) and reliability (Rel) using Equations 1 and 2, respectively.

    (1)

   (2)

Table 1
PLS-DA binary predicted value classification

Case True Class Predicted Value Predicted Class DA Parameter
1 1 0.55 1 True Positive (TP)
2 0 0.37 0 True Negative (TN)
3 0 0.67 1 False Positive (FP)
4 1 0.49 0 False Negative (FN)

RESULTS AND DISCUSSION

Vis-NIR Spectra of Soybean Flour

Figure 2a shows the Vis-NIR spectra of pure organic and non-organic soybean flour. The 
Vis-NIR spectra showed information regarding pigments and molecular vibration (Guo et 
al., 2016). In reflectance spectra, a low reflectance indicates the absorption of photon energy 
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by a certain component. In general, as illustrated in Figure 2a, the absorption of organic flour 
to visible and NIR light is higher than that of non-organic flour but determining at which 
wavelength the absorption occurs is difficult. Figure 2b shows the organic and non-organic 
soybean flours after pre-processing via the Savitzky–Golay 1st derivative method. Unlike 
the original spectra shown in Figure 2a, in Figure 2b, the absorption peaks or valleys were 
more distinct at 430–443, 460, 480, 500, 534, 550, and 950–1000 nm. 

Figure 3a shows the original Vis-NIR spectra of pure and adulterated organic soybean 
flours. In general, the higher the concentration of adulterant concentration, the higher the 
reflectance value. However, similar to Figure 2a, given the original spectra, no distinct 
peaks revealed the absorption of molecules. After processing the original spectra using 
the Savitzky–Golay 1st-derivative method, the peaks and valleys became visible (Figure 
3b). The peaks and valleys appeared at the wavelengths of 420–443, 460, 480, 500, 533, 
550, and 970–1000 nm.

The wavelengths between 400 and 500 nm contained information related to the 
absorption of carotenoid pigments (Monma et al., 1994). High absorptions at 500–600 nm 
due to anthocyanin (Merzlyak et al., 2003) were also found in green and yellow soybean 
flours (Pahlawan et al., 2022). Low values at 600–700 nm denote the weak absorptions of 
chlorophylls (Lichtenthaler & Buschmann, 2001). The weak water absorption at 700–1000 
nm was due to the low detection of water molecules using the Vis/NIR spectrometer (Zhang 
et al., 2012). However, several troughs around 950–1000 nm reflected the absorption 
information of O-H, C-H, and N-H bonds, which build the functional components of 
soybean (Dixit et al., 2011). 

(a)
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(b)
Figure 2. (a) Original and (b) Savitzky–Golay 1st-derivative spectra of organic and non-organic soybean flour 
observed with Vis-NIR spectroscopy

(a)
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PCA-LDA

Figure 4a shows the PCA score plot of pure organic and pure non-organic soybean 
flours. The principal component (PC1) and PC2 explained 98% and 1% of the variance, 
respectively. These PCs classified organic and non-organic flours, in which non-organic 
flour had a negative PC1, whereas organic flour was PC1 positive. As illustrated in Figure 
4b, purely organic and adulterated organic soybean flours were distinctively separated. 
The clear separation of pure and adulterated organic soybean flours was expressed by PC1 
and PC4, which explained 99% of their variance. Pure organic flour was located at the 
PC1 negative axis, whereas adulterated organic samples were spread from the negative to 
positive axes of PC1. Samples with 5–20% adulteration concentrations can be differentiated; 
the higher the adulteration concentration, the higher the PC1 positive score values. 

Given that PCA models explained 99% of the total variance, they were considered 
good. The explained variance showed the percentages of variances represented by the new 
variable (PC). Therefore, maximizing the explained variance will result in an ideal model 
to avoid overfitting.

(b)
Figure 3. (a) Original and (b) Savitzky–Golay 1st derivative of the Vis-NIR spectra of pure and adulterated 
organic soybean flours in various concentrations
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Figure 4. PCA score plot of (a) organic and non-organic soybean flours; and (b) pure and adulterated organic 
soybean flours in various concentrations 

Figure 5a displays the loading plot showing the wavelengths that contributed to 
separating organic and non-organic flours. Loadings of PC1 and PC2 at wavelengths of 
400–500 nm, which correspond to carotenoid molecules, were responsible for classifying 
organic and non-organic flours. The result corresponded to the finding by Lakshmisha 
et al. (2012), who showed the different carotenoid contents of organic and non-organic 
soybean leaves and oils. 

Based on the loading plot in Figure 5b, the classification of pure and organic adulterated 
organic soybeans was determined mostly from PC1, whereas the loadings of PC4 were 

(a)

(b)
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relatively flat. Using only two axes (PC1 and PC4), the higher the concentration of 
adulteration of non-organic flour, the higher the values of PC1. However, this trend only 
applied to 5–15% adulteration. For 20–25% adulteration concentrations, the samples 
overlapped with other data with different concentrations, implying that another axis or PC 
is required to describe data for 20–25% adulteration concentrations. 

(b)(a)
Figure 5. PCA loading plot of (a) organic and non-organic soybean flours; and (b) pure and adulterated organic 
soybean flours in various concentrations

Figure 6 shows the LDA classification of two organic and non-organic sample 
categories using a linear model and seven PCs. With the calibration data set, the LDA model 
can classify with 100% Acc with more distinct separation compared with the classification 
using PCA (Figure 4a). Table 2 shows that the classification also perfectly works using 
the prediction data set. 

Figure 7 shows the LDA classification of pure and adulterated samples. Although not 
as good as the organic and non-organic (O versus N) LDA model shown in Figure 6a, the 
pure organic and adulterated (P versus A) LDA model exhibited a very good Acc (98.5%). 
The classification capability of the P versus A model was considered good, with only 4 out 
of 200 samples being misclassified using the prediction data set (Table 3).

The results of PCA-LDA in this research are comparable to those of studies on the 
classification of soybean oils based on NIR spectra (de Almeida et al., 2021) and LDA 
for authentication of babassu oil using Mid-IR spectra (Pereira et al., 2022). The results 
were also better than those of LDA in the authentication of dark-brown sugar using UV-
Vis, fluorescence spectroscopy, and mass spectrometry (Chen et al., 2021). Therefore, the 
PCA-LDA model can classify organic and non-organic soybean flour or detect pure and 
adulterated organic soybean flour.
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Figure 6. Classification of organic and non-organic soybean flours using PCA-LDA

Table 2
PCA-LDA model of organic and non-organic flours using the prediction data set

True class N
Predicted Class Classification 

Accuracy (%)Organic Non-Organic

Organic 35 35 0 100

Non-Organic 32 0 32 100

Table 3
PCA-LDA model of pure organic and adulterated flours using the prediction data set

True 
class N

Predicted class Classification 
Accuracy (%)Pure 5% 10% 15% 20% 25%

Pure 32 32 0 0 0 0 0 100
5% 40 0 37 3 0 0 0 93

10% 38 0 0 38 0 0 0 100
15% 32 0 0 1 31 0 0 97
20% 33 0 0 0 0 33 0 100
25% 25 0 0 0 0 0 25 100

N = number of samples
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PLSR and PLS-DA

The PLSR model was used to distinguish organic and non-organic soybean flours. In the 
PLSR analysis, quantitative variables were based on binary labels “0” for organic and “1” 
for non-organic flour. Table 4 shows the PLRS results for determining organic and non-
organic flour samples. Given the original and several pre-processed spectra (Table 4), the 
PLSR models had a high determination coefficient (R2) > 0.97 and low root mean square 
error (RMSE) < 0.06 for calibration. The results indicated that applying the pre-processing 
method to the original Vis-NIR spectra did not significantly affect the PLSR results. All 
the findings showed that the R2 and RMSE values of all calibration and validation data sets 
were very close, implying that the calibration PLSR models were robust. When applied 
to prediction data sets, the obtained PLSR models also yielded a high performance, as 
indicated by the high value of R2 (>0.97) and low RMSE (<0.07) of the prediction. 

Figure 8a shows the PLSR plot of organic and non-organic soybean flours. The model 
plot was developed using reflectance spectra as X-variables and binary numbers “0” for 
pure organic flour and “1” for non-organic flour as Y-variables. By using Savitzky–Golay 
1st derivative pre-processed spectra, the PLSR model can predict the class of organic and 
non-organic soybean flours with R2 of 0.98 and RMSE of 0.07. 

Figure 7. Classification of pure and adulterated soybean flours using PCA-LDA
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Table 4
PLSR results for distinguishing organic and non-organic soybean flour

Pre-processing
Calibration Cross Validation Prediction

R2 RMSE R2 RMSE R2 RMSE
Raw 0.97 0.07 0.97 0.08 0.98 0.07

SGD1 0.99 0.06 0.97 0.09 0.98 0.07
SGD2 0.98 0.07 0.97 0.08 0.97 0.08
SNV 0.99 0.06 0.98 0.07 0.98 0.08
MSC 0.99 0.06 0.98 0.07 0.98 0.07
Norm 0.99 0.05 0.98 0.06 0.98 0.06

SGD1 = Savitzky–Golay’s 1st derivative, SGD2 = Savitzky–Golay’s 2nd derivative, SNV = standard normal 
variate, MSC = multiple scatter correction, Norm = normalization, R2 = determination coefficient, and 
RMSE = root mean square error.

(a) (b)

Figure 8. PLSR plots of (a) organic and non-organic soybean flour; and (b) pure and adulterated organic 
soybean flour

For the differentiation of pure and adulterated organic soybean flours using PLSR, 
quantitative variables were used as Y-variables and Vis-NIR reflectance spectra as 
X-variables. Non-organic soybean flour in various concentrations of 0, 5, 10, 15, 20 
and 25% was added to the organic soybean flour. Table 5 shows the PLSR results of the 
prediction for non-organic adulteration in organic soybean flour using various original 
and pre-processed spectra. For calibration and validation models, all obtained R2 were 
significantly high (>0.95), and the RMSEs were very low (<2%). Similar to the findings 
shown in Table 4, the effect of pre-processed spectra on PLSR was not significantly 
different from that without pre-processing and the original spectra. These phenomena 
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were characteristics of the Vis-NIR spectra; that is, the pre-processing method did not 
significantly improve the PLSR results, as also reported by (Masithoh, Pahlawan, et al., 
2021; Pahlawan et al., 2021) when predicting solid soluble content and the pH of banana.

Figure 8b shows the PLSR plot of pure and adulterated organic soybean flours. Using 
Savitzky–Golay 1st derivative pre-processing of spectra, the PLSR model can predict 
the class of organic and non-organic soybean flours with R2 of 0.96 and RMSE of 1.76. 
The PLSR result confirmed the capability of Vis-NIR spectroscopy in detecting low 
concentrations of non-organic soybean flour adulteration in organic samples. 

Table 5
PLSR results for the prediction of adulteration in non-organic to organic soybean flour 

Pre-
processing

Calibration Cross Validation Prediction
R2 RMSE R2 RMSE R2 RMSE

Original 0.96 1.74 0.95 1.97 0.95 1.99
SGD1 0.97 1.49 0.95 1.89 0.96 1.76
SGD2 0.96 1.75 0.95 1.99 0.95 1.98
SNV 0.95 1.84 0.94 2.06 0.95 0.19
MSC 0.95 1.84 0.94 2.07 0.95 1.96
Norm 0.96 1.77 0.95 1.98 0.95 1.99

SGD1 = Savitzky–Golay’s 1st derivative, SGD2 = Savitzky–Golay’s 2nd derivative, SNV = standard normal 
variate, MSC = multiple scatter correction, Norm = normalization, R2 = determination coefficient, and 
RMSE = root mean square error

In this research, the determination of organic, non-organic, pure, and adulterated 
soybean flours was performed using PLS-DA. PLSR and PLS-DA have the same 
mathematical operations. However, the difference is in the response variables, in which 
PLS-DA uses categorical responses, whereas PLSR uses continuous sample responses. 
In PLS-DA, reflectance spectra were used as X-variables, and binary numbers 0 or 1 as 
Y-variables. The values of 0 and 1 were assigned to organic and non-organic soybean flours, 
respectively. The values of 0 and 1 were assigned to pure and adulterated organic soybean 
flours. Table 6 shows the PLS-DA performances of organic and non-organic models and 
pure and adulterated organic models. 

The PLS-DA performances were determined based on the Acc, which showed the 
percentage of correct classification compared with the number of samples, and Rel, which 
revealed the model’s capability to predict each class correctly (Vieira et al., 2021). Table 
6 shows the Acc and Rel of the PLS-DA model. The Acc and Rel showed that the model 
could classify samples perfectly. For organic and non-organic models, Acc and Rel of 100% 
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mean that the model can differentiate organic from non-organic soybean flour. For pure 
and adulterated organic models, Acc and Rel of 100% mean that PLS-DA can differentiate 
pure samples (0% of adulterant) from those containing adulterant in various concentrations. 
In this research, PLS-DA performance was better compared with the authentication of 
turmeric (Khodabakhshian et al., 2021) or Ginkgo biloba extract (Walkowiak et al., 2019).

Table 6

PLS-DA performances using Vis-NIR original spectra

Model
Calibration Prediction

Acc Rel Acc Rel
Organic and non-organic 100% 100% 100% 100%

Pure and adulterated organic 100% 100% 100% 100%

Acc = accuracy; Rel = reliability

CONCLUSION

The authentication of organic soybean flour is important to guarantee product quality. 
Using Vis-NIR spectroscopy combined with supervised and unsupervised multivariate 
analysis, namely, PCA, LDA, PLSR, and PLS-DA, organic and non-organic soybean flours 
can be distinguished perfectly. Moreover, these multivariate analyses determine pure and 
adulterated organic soybean flours. With the relatively low price of Vis-NIR fiber optic 
spectra, the resulting models can be used for small-scale soybean industries to assure the 
quality of their products, especially in food authentication.
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ABSTRACT

Microalgae are very important organisms as primary producers and have a wide range of 
applications in areas such as aquaculture, pharmaceuticals, medicine, biofuels, and others. In 
this study, the effect of temperature and salinity on growth, biomass, proximate composition, 
and lipid production of Chaetoceros calcitrans (Paulsen) and Thalassiosira weissflogii 
(Grunow) were investigated. The best growth rate (SGR) and highest biomass production were 
observed at 30°C and 30 ppt for C. calcitrans and at 30°C and 25 ppt for T. weissflogii. At these 
optimum temperature and salinity combinations, the maximum cell density was accomplished 

by day 12 for C. calcitrans (6.74 × 106 cells 
ml˗1) and by day 10 for T. weissflogii (3.45 × 
106 cells ml˗1). The proximate composition 
during this period was 38.25 ± 0.99% protein, 
16.96 ± 0.90% lipid, and 9.39 ± 0.59% 
carbohydrate in C. calcitrans, compared to 
13.49 ± 0.28% protein, 10.43% ± 0.25% 
lipid and 16.49 ± 0.47% carbohydrate in T. 
weissflogii. Furthermore, over 35% of lipids 
in C. calcitrans were palmitic acid (C16), 
while in T. weissflogii, over 24% of lipids 
were myristic acid (C14). Although C. 



Pertanika J. Sci. & Technol. 31 (2): 689 - 707 (2023)690

Ahmed Awadh Ahmed Sas, Aziz Arshad, Simon Kumar Das, Suriyanti Su Nyun Pau and Zaidi Che Cob

calcitrans exhibited higher lipid content than T. weissflogii, both species displayed higher 
levels of saturated (SFA) and monounsaturated (MUFAs) fatty acids and low levels of 
polyunsaturated fatty acids (PUFAs). The findings illustrated that under their optimum 
temperature and salinity combinations, both species might produce significant sources of 
lipids, which can be utilised in various activities such as aquaculture, pharmaceuticals, 
medicine, biofuels and others.

Keywords: Algal biomass, cell density, microalgae, MUFA, myristic acid, palmitic acid, PUFA

INTRODUCTION

Microalgae are very important organisms in the natural environment as primary producers 
that support the stability and functioning of an ecosystem. Apart from serving as the base 
of the food pyramids, they also contain various chemicals that have a wide range of 
current and potential applications,  such as in aquacultures, pharmaceuticals, medicine, 
biofuel industries and others (Becker, 2013; Mandal & Mallick, 2014; Koyande et al., 
2019; Sathasivam et al., 2019). The high diversity of microalgae species that contain 
various types of compounds such as fatty acids, steroids, carotenoids, polysaccharides, 
amino acids, antioxidants, and others, making them highly significant and most important 
for such diverse applications (Sathasivam et al., 2019; Barkia et al., 2019; Levasseur et 
al., 2020). As compared to crops, microalgae can produce 10 to 20 times more lipids per 
unit area (Chaisutyakorn et al., 2018), apart from their ability to capture solar energy and 
fixed carbon dioxide 10 to 50 times higher than that of terrestrial plants (Li et al., 2008; 
Batista et al., 2015).

Diatoms emerged on our planet about 150 million years ago and are responsible for 
approximately 40% of marine primary productivity (Sims et al., 2006; Kooistra et 
al., 2007; Falkowski et al., 1998; Field et al., 1998). Diatoms contain many fatty acids and 
other related organic molecules (Ramachandran et al., 2009; Mandal & Mallick, 2014; 
Sathasivam et al., 2019). They are very promising in producing high quantities 
of lipids and polyunsaturated fatty acids, including eicosapentaenoic acid (EPA) and 
docosahexaenoic acid (DHA) (Vazhappilly & Chen, 1998; Harwood & Guschina, 2009). 
For better utilisations, optimum culture conditions that allow for maximum cultivations 
of the diatoms are very important. One successful approach is increasing growth 
rates and biomass by manipulating environmental standards (Mata et al., 2010). In their 
natural environment, the growth, biomass, and metabolisms can be highly influenced by 
temperature (Renaud et al., 2002; Wei et al., 2015) and salinity (Raghavan et al., 2008; 
Hemaiswarya et al., 2011; Garcia et al., 2012). Both temperature and salinity may 
affect the nutritional constituent of the microalgae (Renaud et al., 2002; Raghavan et 
al., 2008; Hemaiswarya et al., 2011). Most microalgae regulate their lipid production 
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as a physiological response to salinity stress, which, however, depends on the species’ 
capacity to tolerate salinity (Sajjadi et al., 2018).

In aquaculture, two important characteristics to evaluate the potential of microalgae 
species as feeds are their biochemical composition and the rate of biomass increase (De Castro 
Araújo & Garcia, 2005). The main biochemical constituents of diatoms are lipids, proteins, 
and carbohydrates, which are stored in their cells and are directly based on their 
biomass production (Kwan et al., 2021). Apart from the application as live feeds, a recent 
study showed the high potential of diatoms as aquaculture feed ingredients as an alternative 
to traditional fish meal ingredients (Nagappan et al., 2021). Since demand for fish meals 
has increased by 300% in the last ten years (Nagappan et al., 2021), alternatives are, 
therefore,  highly critical for aquaculture industries. It requires rapid mass production of 
the algae, which needs  a  great understanding of their basic cultural requirements. Overall, 
Chaetoceros spp and Thalassiosira spp possess the largest distribution areas amongst 
the marine algae and thus are high potential for mass production and development into 
aquaculture feeds (Aydýn et al., 2009). However, there is still a scarcity of data on their 
development characteristics in different environments. Currently, there are limited studies 
on the influence of temperature and salinity on these marine-centric diatoms. This research 
aimed to determine the optimal conditions for the best growth and biomass production 
of C. calcitrans and T. weissflogii under different temperature and salinity combinations. 
Apart from that, the protein, carbohydrate, and lipid contents and the fatty acid profiles of 
both species were also analysed to clarify further the effect of temperature and salinity on 
the species.

MATERIALS AND METHOD

Microalgal Culture Conditions

Chaetoceros calcitrans,  and Thalassiosira weissflogii were obtained from the 
microalgae culture facility of the International Institute of Aquaculture and Aquatic Sciences 
(I-AQUAS), Universiti Putra Malaysia, Malaysia. Stock cultures of the microalgae strain 
were regularly maintained in liquid cultures and agar plates. Chaetoceros calcitrans, and 
T. weissflogii were grown under controlled conditions in Conway medium solution 
with the addition of metasilicate (Bennett, 2020). The chemical composition of the 
Conway medium used in the culture medium is presented in Table 1. About 1 ml of 
stock solution A, 0.1 ml of stock solution C, 1 ml of stock solution D, and 1 ml of 
stock solution E were transferred into a volumetric flask and brought to volume. The 
laboratory glass wares, seawater, and other apparatus were sterilised by autoclave at 
121°C for 15 min (LABSTAC vertical autoclave AV223 85L, United Kingdom).
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Table 1 
Chemical composition of Conway Medium used for the culture of microalgae Chaetoceros calcitrans and 
Thalassiosira weissflogii

Stock solution Chemicals Quantity (gL-1)
A Main mineral solution
1 NaNO3 100.00
2 Disodium EDTA C10H16N2O8 45.00
3 H3BO3 33.00
4 NaH2PO4. 4H2O 20.00
5 FeCl3.6H2O 1.30
6 MnCl2.4H2O 0.36
7 Trace metal solution (Sol. B) 1.0 ml
8 distilled water 1000 ml
B Trace metal solution
1 ZnCl2 2.10
2 COCl2.6H2O 2.00
3 (NH4)6MO7O24.4H2O 0.90
4 CuSO4.5H2O 2.00
5 distilled water 1000 ml
C Vitamin solution
1 Thiamine B1 0.20
2 Cyanocobalamin B12 0.01
3 distilled water 100 ml
D Silicate solution
1 Na2SiO3 20.00
2 distilled water 1000 ml
E Nitrate solution
1 KNO3 100.00
2 distilled water 1000 ml

Experimental Design

Batch cultures of C. calcitrans and T. weissflogii were incubated for four days under 
similar culture room conditions where the temperature was maintained at 27 ± 3°C and 
pH 8 ± 0.2, with continuous aeration. Experiments were carried out simultaneously in 
20 L cylindrical containers for 16 days under 12:12 light-dark conditions to evaluate the 
effect of different temperatures and salinities by using cool white light lamps (fluorescent 
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lamps 150 μmol photons m−2s−1). A factorial experimental design was conducted with 
two temperature settings  (20°C and 30°C) and four salinities (20 ppt, 25 ppt, 30 ppt, 
and 35 ppt). The temperature range was selected by considering  the wide geographical 
distribution of the diatom species and the average temperature of tropical waters of around 
30°C (Krichnavaruk et al., 2005).

Specific Growth Rate and Biomass

A 5 ml aliquot was collected from each culture container every two days and fixed with 
Lugol’s Iodine solution, from which 1 ml aliquot was taken for cell counting, using a 
Sedgwick-Rafter counting chamber under a compound microscope (Leica DM1000 
LED, Germany) (Liang et al., 2013). Another 30 ml aliquot was collected from each 
culture container to estimate microalgae biomass. It was done using the previous method 
described by Ebrahimi and Salarzadeh (2016), with some modifications. After the filtration 
of culture through GF/F Whatman filter paper. The pre-weighed filter paper with algal 
biomass was oven-dried at 55°C and then re-weighed. A pre-weighed filter paper soaked 
in distilled water and dried was used as a blank. The dry weight (DW) of algae biomass 
was determined gravimetrically, and the growths were expressed in terms of dry weight 
(g DW L-1). The specific growth rate (SGR) was defined as the increase in biomass per 
unit of time and calculated using Equation 1:

µ (day-1) = ln (N1 / No)/ t1ــ to      [1]

where No is the initial microalgae biomass at time (to), and N1 is the biomass at the time 
of harvest (t1) (Adenan et al., 2013).

Analysis of Protein and Carbohydrate Content

The algal biomass was harvested by centrifugation at 4000 rpm for 15 min (ALC Multispeed, 
PK 121R, Korea). Harvested biomasses were freeze-dried (BAXIT BXT-FD-10N, China), 
recorded dry weights, and microalgal cells were stored at -70°C before analysis. The 
protein and carbohydrate contents were determined following the methods of the 
Association of Official Analysis Chemists (AOAC, 2016; Renaud et al., 2002).

Lipid Extraction, Esterification, and Fatty Acids Analysis
The C. calcitrans and T. weissflogii from the best growth condition amongst the 
different temperatures and salinity combinations were selected to analyse total lipid and 
fatty acid composition. The samples were harvested by centrifugation (ALC Multispeed, 
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PK 121R, Korea) at 7000 rpm for 5 min (Japar et al., 2017) and preserved in an -80°C 
freezer and finally freeze-dried into powder form (Mini Lyotrap, LTE Scientific, UK). 
The total lipid and fatty acid composition were then analysed in triplicates, following the 
Soxhlet method described by Prartono et al. (2013).

The fatty acid composition was determined using the method outlined by Miller 
et al. (2012) and Nalder (2014). Fatty acids were identified and quantified using 
Gas Chromatography with Flame Ionization Detection (GC-FID) with an external 
38-Component Fatty Acid Methyl Esters (FAME) standard (Supelco 37 Component 
FAME Mix, St Louis, Missouri, USA). About 15 mg of lipid samples were added to 0.5 
ml, 0.5M sodium methoxide (CH3NaO) solution and were heated at 65°C for 5 min. After 
that, 1.5 ml of methylating agent (NH4Cl/MeOH/H2SO4; 2/60/3 w/v/v) was added and 
allowed to react for another 3 min at the same temperature (65°C). A Hewlett Packard 
Series II GC equipped with an FID and a DB- 225 capillary column (15 m x 0.25 mm, 
film thickness 0.25 µm) was used to determine the fatty acid methyl esters (FAMEs) 
produced. The FAMEs were extracted using hexane (Miller et al., 2012; Nalder, 2014).

Statistical Analysis

All experiments were conducted in triplicates, and the results were expressed as the mean 
values ± standard deviation. Data were analysed at a significant level of P < 0.05. Two-
way analysis of variance (ANOVA), followed by Turkey’s tests, was obtained from SPSS 
version 23 (SPSS Inc., Chicago, IL, USA).

RESULTS

Growth and Biomass
The specific growth rate of C. calcitrans and T. weissflogii varied greatly under various 
temperature and salinity conditions, as shown in Table 2. The best growth for C. calcitrans 
was observed in 30°C temperature and 30 ppt salinity, with the SGR value of 0.262 ± 
0.001 day-1. The lowest growth rate was observed at 20°C and 25 ppt (0.246 ± 0.002 day-1) 
(P<0.05). For T. weissflogii, the best growth was recorded at 30°C temperature and 25 ppt 
salinity, with an SGR value of 0.245 ± 0.081 day-1. At all temperatures and salinity levels, 
the SGR of T. weissflogii was generally lower as compared to C. calcitrans. However, there 
was no significant difference in SGR at all salinity concentrations and temperatures 
between the two species 168 (P>0.05).
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The biomass of C. calcitrans throughout the culture period is presented in Figure 
1. Generally, the biomass showed increasing trends and reached maximum biomass at day 
12 for most treatments, except for 20°C/25 ppt and 30°C/35 ppt temperature/salinity 
combinations, with maximum biomass at day 10. Afterwards, the biomass decreased, and 
the experiment was terminated on day 16. Overall, the highest biomass was recorded in 
30°C and 30 ppt treatment (0.657 ± 0.014 g DW L-1), which was significantly higher 
than all other treatments (P<0.05). The result also indicated that the culture temperature 
of 20°C showed a low biomass increment during the earlier days of the culture experiment 
(P<0.05).

The biomass of T. weissflogii throughout the culture period is presented in Figure 
2. The biomass also showed increasing trends in general and reached maximum output 
at different times  throughout the experiment. For the 20°C treatment, the maximum 
biomass was recorded on day 10 for the 35 ppt salinity treatment, while the others 
reached maximum output on day 12. For the 30°C culture temperature, the maximum 
biomass was recorded as early as day 8 for the 35 ppt treatment, day 10 for the 20 
ppt and 25 ppt treatments, and day 12 for the 30 ppt treatment. Thalassiosira weissflogii 
also showed a low biomass increment during the earlier phase of the 20°C temperature 
treatment. Overall, the highest biomass was recorded at 30°C and 25 ppt treatment with 
a biomass value of 0.503 ± 0.035 g DW L-1, which was significantly higher compared to 
30 ppt and 35 ppt treatments at similar temperatures (P<0.05).

The cell density of C. calcitrans throughout the experimental culture period is presented 
in Figure 3. The growth was significantly higher in the 30°C treatment than in the 20°C 
treatment, particularly after day 6 (P<0.05). Nevertheless, at both temperatures, the cell 
density peaked at day 10 and then decreased, except for treatment at 30°C and 30 ppt. The 
maximum cell density was recorded in the 30°C and 30 ppt treatments on day 12, with a 
cell density of 6.74 x 106 cells ml-1. It was therefore considered as the optimum temperature 
and salinity for C. calcitrans. The cell density of T. weissflogii is presented in Figure 4. 
Likewise, the growth was significantly higher in the 30°C temperature than in the 20°C 
treatment, particularly after day 6 of culture (p<0.05). In the 20°C treatment, the cell 

Table 2 
Specific growth rates (SGR, day-1) of Chaetoceros calcitrans and Thalassiosira weissflogii cultured under two 
temperatures and four different salinity concentrations

Salinity
Temp. 20 ppt 25 ppt 30 ppt 35 ppt

Chaetoceros 
calcitrans

20°C 0.250 ± 0.004 0.246 ± 0.004 0.254 ± 0.002 0.257 ± 0.004
30°C 0.257 ± 0.002 0.248 ± 0.002 0.262 ± 0.001 0.257 ± 0.0002

Thalassiosira 
weissflogii.

20°C 0.221 ± 0.007 0.226 ± 0.007 0.222 ± 0.007 0.222 ± 0.008
30°C 0.241 ± 0.075 0.245 ± 0.081 0.239 ± 0.002 0.225 ± 0.002
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density decreased after day 10, while in the 30°C, the cell density decreased after day 
12, except for the 30°C and 25 ppt treatments. The maximum cell density was recorded 
at 30°C and 25ppt on day 10, with a cell density of 3.45 x 106 cells ml-1.

Figure 1. Biomass (g DW L-1) of Chaetoceros calcitrans at different temperatures and salinities throughout 
the culture period

Figure 2. Biomass (g DW L-1) of Thalassiosira weissflogii at different temperatures and salinities throughout 
the culture period
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Figure 4. The cell density (cells ml-1) of Thalassiosira weissflogii at different temperatures and salinities 
throughout the culture period

Figure 3. The cell density (cells ml-1) of Chaetoceros calcitrans at different temperatures and salinities 
throughout the culture period
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Protein and Carbohydrate Composition

Under the optimal temperature and salinity conditions, C. calcitrans recorded 38.25 
± 0.99% of protein and 9.39 ± 0.59% of carbohydrates, whilst T. weissflogii recorded 
13.49 ± 0.28% of protein and 16.49 ± 0.47% of carbohydrates. The protein content was 
significantly higher in C. calcitrans compared with T. weissflogii (P<0.05). On the other 
hand, the carbohydrate contents were significantly higher in T. weissflogii compared with 
C. calcitrans (P<0.05).

Lipid and Fatty Acid Composition

Table 3 demonstrates the total lipid content, and fatty acid compositions of C. calcitrans and 
T. weissflogii recorded from their optimal temperature and salinity conditions. The lipid 
content of C. calcitrans was significantly higher than T. weissflogii, with total percentages 
of 16.96 ± 0.90% and 10.43 ± 0.25%, respectively (P<0.05). Both species recorded higher 
composition of saturated fatty acids (SFA) and monounsaturated fatty acids (MUFA) 
as compared to polyunsaturated fatty acids (PUFA). In T. weissflogii, the total SFA was 
about 76.10%, the highest fatty acid component, followed by MUFA at 13.79% and 
PUFA at 10.11%. Chaetoceros calcitrans showed a similar trend with an SFA content of 
52.32%, followed by MUFA at 27.45% and PUFA at 20.23%. The most abundant fatty acids 
methyl esters detected from C. calcitrans were Palmitic (C 16) 35.63%, Palmitoleic (C 16:1) 
22.0%, EPA (C 20:5n3) 13.58%, Myristic (C 14) 7.10%, and Pentadecanoic (C15) 5.08%. 
On the other hand, T. weissflogii mainly contained Myristic (C14) 24.3%, Palmitic (C16) 
23.10%, Lauric (C 12:0) 20.21%, Palmitoleic (C 16:1) 7.32%, EPA (C 20:5n3) 6.75%, and 
Oleic (C 18:1n9c) 5.44%. 

Table 3 
Lipid content and fatty acid composition (n = 3) of Chaetoceros calcitrans and Thalassiosira weissflogii during 
their optimal growth at 30°C / 30 ppt and 30°C / 25 ppt, respectively

N. D.* = not detected C. calcitrans T. weissflogii
Lipid Contents (LC) 16.96 ± 0.90% 10.43% ± 0.25 %

C 4 Butyric 0.06 ± 0.03 0.24 ± 0.08
C 6 Caproic 0.04 ± 0.05 0.23 ± 0.02
C 8 Caprylic 0.12 ± 0.01 2.40 ± 0.13

C 10 Capric 0.12 ± 0.01 2.13 ± 0.03
C 11 Undecanoic N.D. N.D.
C 12 Lauric 1.20 ± 0.22 20.10 ± 1.61
C 13 Tridecanoic 0.10 ± 0.01 N.D.
C 14 Myristic 7.10 ± 0.30 24.3 ± 3.93
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C 15 Pentadecanoic 5.08 ± 0.67 0.43 ± 0.11
C 16 Palmitic 35.63 ± 1.13 23.10 ± 3.60
C 17 Heptadecanoic 0.64 ± 0.03 N.D.
C 18 Stearic 1.38 ± 0.09 3.17 ± 31
C 20 Arachidic 0.32 ± 0.05 N.D.
C 21 Henicosanoic N.D. N.D.
C 22 Behenic 0.53 ± 0.16 N.D.
C 23 Tricosanoic N.D. N.D.
C 24 Lignoceric N.D. N.D.

Σ Saturated Fatty Acid (SFA %) 52.32 ± 2.59 76.10 ± 2.00
C14:1 Myristoleic 0.10 ± 0.04 0.19 ± 0.08
C 15:1 Cis-10-

Pentadecenoic 0.34 ± 0.002 0.84 ± 0.30

C 16:1 Palmitoleic 22.0 ± 0.83 7.32 ± 2.84
C 17:1 Cis-10-

Heptadecanoic 0.90 ± 0.01 N.D.

C 18:1n9t Elaidic (Trans) 1.62 ± 0.07 N.D.
C 18:1n9c Oleic 1.77 ± 0.11 5.44 ± 2.21
C 20:1n9 Cis-11-Eicosenoic N.D. N.D.
C 22:1n9 Erucic 0.72 ± 0.04 N.D.

C 24:1 Nervonic N.D. N.D.
Σ Monounsaturated Fatty Acid (MUFAs %) 27.45 ± 0.67 13.79 ± 0.72

C 18:2n6 Linolelaidic (Trans) N.D. N.D.
C 18:2n6c Linoleic (Cis) 0.90 ± 0.08 N.D.
C 18:3n6 g-Linolenic 0.52 ± 0.33 0.20 ± 0.31
C 18:3n3 a-Linolenic 0.54 ± 0.04 N.D.

C 20:2 Cis-11,14-
Eicosadienoic N.D. N.D.

C 20:3n6 Cis-8,11,14-
Eicosatrienoic N.D. N.D.

C 20:3n3 Cis-11,14,17-
Eicosatrienoic 1.52 ± 0.52 N.D.

C 20:4n6 Arachidonic N.D. N.D.
C 20:5n3 Cis-5,8,11,14,17- 

eicosapentaenoic 
(EPA)

13.58 ± 0.95 6.75 ± 0.67

Table 3 (Continue)
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Table 3 (Continue)

C 22:2 Cis-13, 
16-Docosadienoic N.D. 0.67 ± 0.01

C 22:6n3 Cis-4,7,10,13,16,19-
Docosahexaenoic 

(DHA) 
3.17 ± 0.77 2.49 ± 0.03

Σ Polyunsaturated Fatty Acid (PUFAs %) 20.23 ± 1.36 10.11 ± 1.36

DISCUSSIONS
Diatoms such as C. calcitrans and T. weissflogii have widely been used as feed for live 
food organisms such as Artemia and rotifers. They were also used directly as feeds for 
the early larval stages of fish, molluscs, and crustaceans. The temperature and salinity of 
cultivation are two important environmental factors affecting microalgae growth and 
performance, particularly in tropical areas. However, many microalgae grew across a 
wide range of temperature and salinity values, demonstrating high adaptability to these 
two important parameters (Cho et al., 2007). This study showed that both microalgae 
species increased in growth rates with increasing temperature, with the highest SGR of 
0.262 ± 0.001 and 0.245 ± 0.081 day-1, respectively, in their optimum culture conditions. 
These findings agreed with the study by Yusoff et al. (2013), who reported higher growths 
of diatoms and green algae when cultured at higher temperatures. Other studies reported 
that C. calcitrans could tolerate high ambient temperatures of more than 30°C (Banerjee 
et al., 2011; Lai et al., 2012). Microalgae growth is influenced by temperature partly 
due to variations in cell metabolic processes and the activity of essential enzymes 
(Chaisutyakorn et al., 2018). However, their growth rate may drop to some extent due 
to increased respirations at higher temperatures (Fogg & Thake, 1987).

Furthermore, this study showed that the highest growth rates were achieved at 
different salinity levels. The C. calcitrans recorded the highest SGR at 30 ppt, while T. 
weissflogii showed the highest SGR at 25 ppt, considered intermediate salinity relative 
to the range of salinities tested. These results were also in accordance with the previous 
report by Adenan et al. (2013) on C. calcitrans, whereby the optimum salinity for the best 
growth was about 30 ppt. Salinity is considered a major factor in the life cycle of plants, as 
it can slow down important metabolic activities such as photosynthesis (Liska et al., 2004). 
Based on the ability to regulate and tolerate salinity variations, microalgae can be categorised 
as halophilic or halotolerant (Rao et al., 2007). For instance, Thalassiosira pseudonana 
and T. curviseriata have been described as euryhaline and eurythermal in local Korean 
aquatic ecosystems (Popovich & Gayoso, 1999; Baek et al., 2011).
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In terms of cell density and biomass, both species showed a similar pattern where the best 
values were recorded at higher temperatures (30°C) and again at 30 ppt for C. calcitrans 
and 25 ppt for T. weissflogii. These results were in accordance with the previous report 
on C. calcitrans, where the optimum salinity for growth was about 30 ppt (Adenan et al., 
2013), and the report on T. weisfloggi at optimum salinity of 25 ppt (García et al., 2012). 
In addition, Baek et al. (2011) reported that the density of T. pseudonana was higher 
with increasing temperatures from 10 to 30°C. According to Sheehan (1998), increasing 
temperatures may induce cell multiplication, most likely as a result of changes in cell 
metabolic activity in reaction to environmental stress. In this study, the abundance and 
biomass of both species were increased gradually, with a sharp increased around day 6 to 
day 8 and reached maximum values around day 10 to day 12. Adenan et al. (2013) reported 
that active duplication in microalgae usually begins on day 5 or day 7 of the development 
phase, and cultivation generally can last from 2 to 3 weeks, depending on the species.

Several studies have linked the variations of microalgal chemical composition 
in response to changes in temperatures and salinity among microalgae species (Renaud 
et al., 2002; Ebrahimi & Salarzadeh, 2016). Banerjee et al. (2011) cultured C. calcitrans 
at an average temperature of 30°C and recorded a much higher protein of 41.60 ± 4.20% 
compared with this study of only around 13%. The lipid and carbohydrates were similar in 
this study (26.80 ± 5.20 lipid and 8.70 ± 1.20% carbohydrate). They also reported that 
protein and carbohydrate were not significantly different when cultured at a different 
temperature, but there was significantly higher lipid production at 30°C compared with the 
20°C average culture temperature (Banerjee et al., 2011). The T. weissflogii in this study 
showed higher carbohydrate content but lower lipid and protein content. Unfortunately, 
no previous study was conducted on temperatures and the proximate composition of this 
algae species. However, a study on the effect of salinity showed maximum protein and 
carbohydrate production at lower salinities (Garcia et al., 2012). This study also recorded 
that the lipid content of C. calcitrans was significantly higher than T. weissflogii. It agreed 
with Lin et al. (2018), who also reported that Chaetoceros muelleri showed higher lipid 
production t h a n  T. weissflogii. Indeed, the percentage of lipids obtained from this study 
was quite similar to the reported lipid content for Chaetoceros by Renaud et al. (2002) 
and Bhattacharjya et al. (2020). For Thalassiosira sp., Bhattacharjya et al. (2020) and 
Ohse et al. (2015) reported a much higher percentage of lipids than the value reported 
for T. weisflogii recorded in this study. The analysis of the FAMEs for C. calcitrans and 
T. weissflogii showed higher SFA and MUFA content than PUFA at the optimal culture 
temperature (30°C). 

According to Renaud et al. (2002), higher temperatures tend to favour SFA synthesis 
due to changes in the fluidity of cell membrane phospholipid layers in many marine 
microalgae species. Ohse et al. (2015) also reported a higher proportion of MUFAs to PUFAs 
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in Thalassiosira pseudonana cultured at 25°C. Previous studies indicated that above 
the optimal temperature, the lipid content of microalgae tends to decrease due to stress 
in photosystem II activity (Sheng et al., 2011; Mathur et al., 2014). It has also been 
reported that environmental stress affects  lipid composition, lipid content, and, ultimately, 
species biomass and growth (Sajjadi et al., 2018). In terms of fatty acid compositions in 
membrane lipids, microalgal cells adapt to exist at various temperatures by modifying 
membrane fluidity (Olofsson et al., 2012). This study indeed showed that the lipid content 
of microalgae was inversely proportional to growth rate, similar to the study by Prartono 
et al. (2013). It has been proven that when the growth rate is slow, the energy required for 
growth is diverted to lipid production as food storage (Sajjadi et al., 2018).

Miller et al. (2012) reported higher total production of the PUFA in C. calcitrans 
cultivated at 20°C culture temperature. Despite the lower production of PUFAs recorded 
in this study, C. calcitrans is considered one of the microalgae with high nutritional value 
for aquatic culture systems (Raghavan et al., 2008; Nalder, 2014). As shown in this study, 
the predominant fatty acids in C. calcitrans were palmitic and palmitoleic and myristic. 
On the other hand, myristic, palmitic and lauric contributed the highest percentages of 
fatty acids in T. weissflogii. These results were consistent with other studies whereby the 
myristic (C14:0), palmitic (C16:0), palmitoleic (C16:1n-7), DHA (C 22:6n3), and EPA (C20: 
5n3) were the most frequent fatty acids found in diatoms (Volkman et al., 1989; Nalder, 
2014; Yi et al., 2017), which are important for the manufacturing of animal feed additives. 
The relative content of MUFAs was remarkably high in palmitoleic acid (C16:1) and oleic 
acid (C18:1n9c) in both species. This finding supports previous research that confirmed 
an increase in the relative proportion of palmitic acid and oleic acid of Desmodesmus 
abundans under high salinity (Xia et al., 2014). This study suggested that temperature 
and salinity may affect lipid production in the species studied. According to Sajjadi et 
al. (2018), high salinity stress affects lipids primarily on the membrane fluidity and 
permeability, but optimal salinity stress can boost lipid synthesis. Nevertheless, apart from 
temperature and salinity, there are other factors affecting the lipid content and fatty acids, 
such as life cycle, growth phase, culture medium composition, carbon content, nitrogen 
and phosphorus deprivation, pH, light intensity and others (Zhukova & Aizdaicher, 
2001; Chaisutyakorn et al., 2018; Sajjadi et al., 2018). More studies are therefore needed 
for these two important microalgae species in tropical waters.

CONCLUSION
The highest growth of both C. calcitrans and T. weissflogii occurred at a similar temperature 
of 30°C but in different salinity regimes of 30 ppt and 25 ppt, respectively. These are 
therefore suggested as optimum temperature and salinity for the cultivation of the 
two species, particularly in tropical areas. In terms of quality,  C. calcitrans exhibited 
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higher lipid content than T. weissflogii. However, both species displayed high levels 
of saturated and monounsaturated fatty acids and low levels of polyunsaturated fatty 
acids. Lipid analysis of C. calcitrans indicated that over 35% of lipids were (C16) 
palmitic acid, while in T. weissflogii,  over 24% of lipids were (C14) myristic acid.
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ABSTRACT
Biosurfactants are microbial amphiphiles produced as primary metabolites by varieties 
of microorganisms. They are preferred over chemically derived surfactants owing to 
their intrinsic properties, such as superior environmental compatibility, biodegradability, 
anti-inflammatory and antimicrobial activity, and higher tolerance towards extreme 
environmental conditions such as temperature, salinity, and pH levels. However, commercial 
production of biosurfactants is still lacking. The main reason for this is the low yields 
obtained from fermentation processes, which causes them to be unable to compete compared 
to chemical surfactants. The present study conducted a one-factor-at-a-time (OFAT) analysis 
on fermentation conditions to enhance biosurfactant yield from a probiotic strain, Bacillus 
subtilis Natto. The fermentation was conducted by varying parameters such as nitrogen 
source, vegetable oils, inoculum size, amino acids, and pH of the fermentation medium. 

Results showed a significant improvement 
of 45% in biosurfactant production from 
B. subtilis Natto when the initial pH of the 
fermentation medium was adjusted to pH 
6.8, urea as the nitrogen source, inoculum 
size of 6% v/v and the addition of palm olein 
at a concentration of 2% v/v as a substrate 
in the fermentation medium.

Keywords: B. subtilis Natto, biosurfactant production, 

fermentation, OFAT analysis
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INTRODUCTION

The development of a new sustainable blueprint in microbial technologies to transform 
biomass into environmental-friendly carriers is needed for the sustainability of energy 
and the environment (Liu, 2020). Biosurfactants synthesized by microorganisms are 
amphipathic molecules consisting of hydrophilic heads and hydrophobic tails, normally 
hydrocarbon chains of lipids or fatty acids (Banat et al., 2014). They are categorized into 
three different types such as glycolipids (glucose and lipid), lipopeptides (protein and lipid), 
and phospholipids (phosphate and lipid) (Singh et al., 2018). These surface-active molecules 
can reduce surface or interfacial tension in liquids, exhibiting high emulsifying properties, 
and are stable at extreme pH, salinity, and temperature (Sharma et al., 2018). Compared 
to synthetic surfactants, they are less toxic, highly biodegradable, lower critical micellar 
concentration value, and are highly tolerant of extreme temperatures and pH (Varvaresou 
& Iakovou, 2015). Due to their intrinsic properties, they are particularly preferred 
in pharmaceutical, food, and cosmetic industries and environmental bioremediation 
(Bhattacharya et al., 2017; Felix et al., 2019).

A group of biosurfactants known as lipopeptides is commonly produced by the Bacillus 
genus due to their noteworthy efficiency and wide commercial applications (Hentati et al., 
2019). There are three different families of lipopeptides: surfactins, iturins, and fengycins. 
These can be identified based on their multiple homologous and isoforms with different 
amino acid sequences and varied fatty acid chains (Ibrar & Zhang, 2020). In the biosynthesis 
of surfactin, the synthetase consists of four enzymatic subunits (SrfA, SrfB, SrfC, and 
SrfD). They are the catalysts in the nonribosomal mechanism, which incorporates specific 
amino acids into peptides and modules (Jahan et al., 2020). These bioactive lipopeptides 
can be applied in various biotechnological and biopharmaceutical fields owing to their 
ability to act as antibiotics, antiviral, antitumor agents, bioremediation and oil recovery 
agent for polluted crude-oil sites, disinfectant, and harmless to normal cells (PBMC and 
PC12) (Balan et al., 2017; Fanaei & Emtiazi, 2018; Yuliani et al., 2018).   

Current fermentation processes to produce lipopeptides cannot fulfill industrial 
demand due to low production yield. Many efforts to improve lipopeptide production are 
reported, such as using other cheaper and more effective substrates from agro-industrial 
waste (bagasse), but the yield is still unsatisfactory (Das & Kumar, 2019; Liu et al., 2020). 
This issue motivated the application of vegetable oil derived from palm and coconut in 
biosurfactant production from Bacillus subtilis natto, as the exploration of these substrates 
is yet to be reported for this strain. These vegetable oils have been reported to increase 
biosurfactant yield for other strains, such as Starmerella bombicola and Pseudomonas 
aeruginosa (Hirata et al., 2021).

This study aims to conduct OFAT analysis of fermentation parameters in the small-scale 
production of biosurfactants from B. subtilis Natto culture. B. subtilis Natto is a food-grade 
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strain and has been traditionally used as a probiotic food supplement. It would be a novel 
finding to explore the ability of this strain not only as a probiotic but also as a biosurfactant 
producer. A recent study in 2019 reported on the use of this strain to produce surfactin, 
one type of biosurfactant. They reported a high yield of surfactin using enriched media 
(Landy medium) with the incorporation of attapulgite powder (Sun et al., 2019). This paper 
aims to assess the potential of vegetable oils, such as palm-based oils, which are widely 
available in Malaysia, and to investigate their effect on biosurfactant production from B. 
subtilis Natto. The production is expected to improve when the fermentation parameters 
from OFAT analysis are identified. 

MATERIALS AND METHODS

Materials 

Bacillus subtilis Natto spp. was procured in the form of food-grade powder from Isetan 
Japanese supermarket (Kuala Lumpur, Malaysia). Nutrient broth and agar powder were 
purchased from Sigma Aldrich (New Jersey). Meanwhile, to produce biosurfactants from 
Bacillus subtilis Natto, only analytical grades of chemicals and solutions were used. The 
compositions of growth media are 0.5% w/v sucrose (R&M Chemicals, U.K.), modified 
mineral salts medium comprised of 0.4% w/v mono-potassium hydrogen phosphate (Bio 
Basic, Canada), 1.4% w/v disodium hydrogen phosphate dodecahydrate, 0.02% w/v 
magnesium sulfate heptahydrate, 0.0002% w/v manganese sulfate monohydrate, 0.0001% 
w/v ferrous sulfate heptahydrate (R&M Chemicals, U.K), 2% w/v bacteriological peptone 
(Oxoid, U.K.) and 0.05% w/v yeast extract (Fischer BioReagents, U.S.A.). Different 
types of vegetable oils, a substrate for biosurfactant production used were palm kernel 
oil, palm-based olein (donated by Sime Darby Technology Centre, Malaysia) and coconut 
oil (purchased from Ayam Brand, Malaysia). Leucine and glutamic acid precursors were 
donated by Sime Darby Technology Centre, Malaysia.

Hydrochloric acid, sodium hydroxide (Sigma-Aldrich, New Jersey), and ethyl acetate 
(R&M Chemicals, U.K) were used for biosurfactant extraction. HPLC grade of methanol 
and acetic acid (R&M Chemicals, U.K) were used for biosurfactant quantification analysis.

Microbial Growth for Inoculum Preparation and Biosurfactant Production

B. subtilis Natto strain was stored at -80°C in 20% v/v glycerol stock solution after growing 
in a nutrient broth (NB) medium at a 1% w/v for 24 hours. For seed culture preparation, 
1% v/v of stock solution was placed into NB medium in an Erlenmeyer flask (250 mL) 
with 100 mL of working solution. It was incubated at 37oC under orbital stirring at 150 
rpm for 16 hours.  

The strain was cultivated in a modified Cooper’s basic mineral salts medium with the 
following composition: sucrose (20 g/L), yeast extract (0.5 g/L), MgSO4.7H2O (0.8 mM), 



Pertanika J. Sci. & Technol. 31 (2): 709 - 728 (2023)712

Yew Seng Leow, Norhafizah Abdullah, Dayang Radiah Awang Biak,
Nur Syakina Jamali, Rozita Rosli and Huey Fang Teh

Na2HPO4.12H2O (40 mM), KH2PO4 (30 mM), MnSO4.H2O (10 µM) and FeSO4.7H2O 
(4 µM) plus different nitrogen sources such as peptone, urea, ammonium chloride and 
sodium nitrate at variable concentrations to produce the biosurfactant (Kim et al., 1997). 
The initial pH of the medium was then adjusted to pH 6.8 before autoclaving at 121°C for 
15 minutes. For small-scale operations, inoculum placed into the medium was 2% w/v in 
the Erlenmeyer flask with a working volume of 100 mL Tests were carried out on a very 
small scale as oxygen access to the medium was ensured. Incubation was carried out at 
conditions as shown in Table 1. 

Table 1
Fermentation conditions of medium for the production of biosurfactant from B. subtilis Natto as control

Parameter Description
Temperature 37°C 

Duration 24 hours
Agitation speed 150 rpm
Working volume 100 mL
Nitrogen source Peptone
Inoculum size 2% v/v

Concentration of vegetable oil 0% v/v
Initial pH pH 6.8

Selection of Nitrogen Sources, Vegetable Oils, and Amino Acids

Nitrogen sources: peptone, NH4Cl, urea, and NaNO3 were screened for medium formulation. 
The addition of NH4Cl, urea, and NaNO3 into the fermentation medium at the concentration 
(g/L) of 2.67, 3.00, and 4.25, respectively, except peptone, which was added at 20 g/L (Cao 
et al., 2009). Nitrogen sources are autoclaved together with other nutrients in a fermentation 
medium at 121°C for 15 minutes. The high peptone concentration in the media formulation 
could increase biosurfactant production (Bertrand et al., 2018).

Meanwhile, vegetable oils such as palm oil, palm kernel oil, and coconut oil were 
tested at a concentration of 2.0% (w/v) as substrates for biosurfactant production. The best-
performance vegetable oil was tested at different concentrations (4.0, 6.0, and 8.0 % v/v).

Next, amino acids, such as leucine and glutamic acid, were added to the medium at a 
concentration of 0.1 mM (Liu et al., 2012).

Effect of Culture Conditions on Biosurfactant Production

OFAT analysis on biosurfactant production in the culture medium was further investigated 
using different inoculum sizes (4.0, 6.0, and 8.0% v/v) and different initial pH of the 
fermentation medium (pH 5.5, 6.0, 6.5, and 7.5). 
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Extraction of Biosurfactant

After 24-hour fermentation, the culture broth was centrifuged using a centrifuge model 
5810 R (Eppendorf, Hamburg) at 10000 x g for 10 min at 4°C. Cell-free supernatant was 
then acidified to pH 2.0 with 3.0 M HCl solution to precipitate biosurfactant and left 
overnight in a chiller at 4°C. Then, it was centrifuged at 10000 x g for 10 min at 4°C. The 
precipitate was freeze-dried using CoolSafe Freeze Dryer (Scanvac, Denmark), followed 
by liquid-liquid extraction. In this extraction, the precipitate was dissolved in 0.1M NaOH 
solution and the pH was adjusted to pH 8.0 using 1.0 M HCl. An equal volume of ethyl 
acetate was then added to the solution. The mixture was shaken at 210 rpm for 24 hours at 
30°C. The organic phase was removed and evaporated in a rotary evaporator (Eyela, Japan). 
This liquid-liquid extraction was repeated three times to ensure the complete removal of 
biosurfactants (Chen & Juang, 2008).

Analytical Determinations

In order to obtain dry cell mass, 100 mL samples were centrifuged using a centrifuge model 
5810 R (Eppendorf, Hamburg) at 10000 x g for 10 min at 4°C. After centrifugation at 10000 
x g for 10 minutes, the pellet (biomass) was further subjected to rinsing with distilled water 
and then re-centrifuged at 3000 x g for 10 minutes. These rinsing and centrifugation steps 
are repeated three times. It was then dried in an oven at 100°C for 48 hours, followed by a 
desiccator filled with silica gel at room temperature. It was then reported using gravimetric 
analysis as cell dry weight. The obtained biosurfactant was also reported using gravimetric 
analysis. Biosurfactant yield was calculated as biosurfactant mass obtained in a given 
sample volume. In gravimetric analysis, the cell and biosurfactant mass were weighed 
using an analytical balance (Sartorius, Germany). Cell dry weight and biosurfactant yield 
were calculated based on the formula used by previous researchers displayed in Equations 
1 and 2, respectively (Li & De Orduña, 2010; Santos et al., 2018). 

Cell dry weight (g/ L) =     (1)

Biosurfactant yield (mg/L)=    (2)

Characterization of Biosurfactant

After acidic precipitation and biosurfactant extraction, samples were analyzed for oil 
displacement assay and emulsification activity of biosurfactant against palm-based olein. 
For the oil displacement assay, 5 ml of distilled water was placed inside the petri dish. 
100 µL of vegetable oil was spread onto the surface, and a biosurfactant solution of 10 
µL was placed onto the oil surface. The diameter of the oil displaced was then measured 
(Morikawa et al., 1993). Next, emulsification activity was performed by adding 2.0 ml of 
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palm-based olein into 2.0 ml of biosurfactant solution, followed by vortexing at high speed 
for 2 minutes. The emulsification index, E24, was later calculated as a ratio of the height 
of the emulsion layer to the total height of the mixture and expressed as a percentage in 
Equation 3 (Cooper & Goldenberg, 1987)

E24 (%) = x 100%    (3)

Statistical Analyses

All measurements of dry cell mass, biosurfactant mass, oil displacement assay and 
emulsification index were performed in triplicate. The triplicate refers to the repetition of 
the assay in one test. Means and standard deviation were calculated with Microsoft Office 
Excel 2016. SPSS analysis software was computed for ANOVA analysis to determine the 
significance of data with α set at 0.05.

RESULTS AND DISCUSSION

OFAT Analysis on Fermentation Conditions to Produce Biosurfactant 

This study aimed to find suitable conditions based on significant operating parameters 
affecting biosurfactant production using OFAT analysis. These parameters are carbon 
source, nitrogen source, vegetable oils, inoculum size and pH of the culture.

Effect of Nitrogen Source. Four nitrogen sources tested were peptone, ammonium chloride, 
urea, and sodium nitrite. From Figure 1, peptone yielded the highest cell mass (1.48 ± 
0.08 g/L) but the lowest biosurfactant yield relative to nitrogen content (4.03 ± 0.11 mg/g 
nitrogen content). In contrast, ammonium chloride and sodium nitrate resulted in a similar 
cell mass and biosurfactant yield relative to the nitrogen content of around 1 g/L and 16 
mg/g nitrogen content, respectively. Meanwhile, a medium with urea as a nitrogen source 
for biosurfactant production from B. subtilis Natto contributed to the lowest cell mass 
(0.69 ± 0.02 g/L). However, its biosurfactant yield relative to nitrogen content (21.11 ± 
1.50 mg/g nitrogen content) was the highest. It showed that urea was the most suitable 
nitrogen source for B. subtilis Natto to produce biosurfactants.

Urea will be selected as a nitrogen source based on the OFAT analysis. It was because 
the biosurfactant yield from urea was the highest, and urea is the cheapest alternative 
nitrogen source compared to peptone, ammonium chloride and sodium nitrate (Zhang 
et al., 2016). There was an indication that all inorganic nitrogen sources (ammonium 
chloride, sodium nitrate and urea) and organic nitrogen sources (peptone) with yeast extract 
can induce the production of surface-active compounds by microbes and regulation of 
biosurfactant synthesis (Eswari et al., 2016). According to Purwasena et al. (2020), nitrate 
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needs to be broken into ammonium to be absorbed by the cells, while ammonium is ready 
to be consumed by the cells, which suggests that sodium nitrate and ammonium chloride 
are used by B. natto for cell maintenance. Meanwhile, Ibrar and Zhang (2020) revealed the 
amino acid sequence in biosurfactant produced from the Bacillus genus, which hypothesized 
that urea helped in the biosurfactant production as urea is a carbamide with two amide 
group joined by a carbonyl functional group. So, selecting urea as a nitrogen source would 
be an economical approach for biosurfactant production from B. subtilis Natto. 
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Figure 1. Effect of different nitrogen sources on biosurfactant production from B. subtilis Natto with sucrose 
as carbon source, inoculum size of 2% v/v and culture pH of 6.8

Effect of Vegetable Oils. The addition of vegetable oils (palm oil, palm kernel oil and 
coconut oil) at a concentration of 2% v/v into the medium increased the biosurfactant 
production from B. subtilis Natto by approximately two-fold. In Figure 2, the highest 
biosurfactant production (at 198.00 ± 9.90 mg/L) from B. subtilis Natto was obtained 
with palm kernel oil as substrate compared to palm oil and coconut oil, which yielded 
167.33 ± 14.01 mg/L and 187.67 ± 10.66 mg/L, respectively. The medium supplemented 
with palm oil enabled cell mass production of 1.66 ± 0.01 g/L, while cell mass in culture 
with palm kernel oil and coconut oil was 1.53 ± 0.02 g/L and 1.53 ± 0.01 g/L of cell mass, 
respectively. Thus, palm kernel oil will be chosen as substrate added in the medium for 
biosurfactant production. This vegetable is also relatively cheap since it is abundantly 
available in Malaysia.
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Figure 2. Effect of addition of different vegetable oil on biosurfactant production from B. subtilis Natto with 
sucrose as carbon source, peptone as nitrogen source, inoculum size of 2% v/v and culture pH of 6.8

Microbes fed on vegetable oils during the growth phase exhibited lipase activity to 
degrade vegetable oils into free fatty acid, mono and diacylglycerols. These compounds 
can reduce surface tension because they have surfactant properties (Ferraz et al., 2002). It 
also proved that biosurfactant produced by B. subtilis Natto was stimulated by adding the 
short-chain and long-chain fatty acids such as palmitic acid and lauric acid present in the 
fermentation medium. In agreement with past researchers who stated that nutrient uptake 
by the bacterial cell could be enhanced during the emulsification of these vegetable oils, 
leading to biosurfactant synthesis (Janek et al., 2010). These hydrophobic substrates also 
improved the yield of sophorolipids produced from C. floricola ZM1502 when incorporated 
into the medium (Konishi et al., 2018).

Effect of Different Concentrations of Vegetable Oils. In this part of the study, five 
different concentration of palm kernel oil was used to determine their effect on biosurfactant 
production from B. subtilis Natto. Figure 3 showed that increasing concentration from 0% 
to 2% v/v of palm kernel oil gave the highest cell and biosurfactant mass at 1.53 ± 0.02 
g/L and 198.00 ± 9.90 mg/L, respectively. It showed that palm kernel oil was an inducer 
for biosurfactant production. Increasing palm kernel oil concentration from 2% v/v to 8% 
v/v resulted in a significant reduction in both cell mass and biosurfactant from 1.53 ± 0.02 
g/L to 0.72 ± 0.03 g/L and from 198.00 ± 9.90 mg/L to 45.00 ± 2.83 mg/L, respectively. A 
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higher concentration of vegetable oil was found to inhibit the growth of B. subtilis Natto 
to produce biosurfactant because it caused a decrease in cell mass and biosurfactant. It 
suggested that an optimal concentration of vegetable oil is required as higher oils will 
most likely interfere with oxygen uptake by bacterial cells. The addition of vegetable oils 
at 2% v/v was chosen because it gave high biomass and biosurfactant yield and resulted 
in a low amount of residual oil at the end of fermentation. The lower the oil content on the 
fermentation harvest, the less likely it is to complicate subsequent downstream processes.   
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Figure 3. Effect of different concentrations of palm kernel oil on biosurfactant from B. subtilis Natto with 
sucrose as carbon source, peptone as nitrogen source, palm kernel oil as substrate, inoculum size of 2% v/v 
and culture pH of 6.8

By increasing palm kernel oil concentration above 2%, v/v inhibited the growth and 
production of biosurfactants from B. subtilis Natto. It indicated that substrates need to be 
supplied in optimal concentration for cell mass production and biosurfactant production. 
Khondee et al. (2015) and Thavasi et al. (2008) also reported using a low concentration 
of hydrophobic substrates (vegetable and crude oils) to enhance production from Bacillus 
megaterium and Bacillus sp. GY19. In this work, the amount of oil added to the reaction 
mixture had to be optimized to minimize the amount of oil left after fermentation for easier 
downstream processing. 
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Effect of Amino Acids. Two different amino acids (leucine and glutamic acid) were added 
into the medium to determine their effect on biosurfactant production from B. subtilis Natto. 
From Figure 4, the Addition of leucine to the culture medium caused a lower cell mass 
production (0.77 ± 0.01 g/L), but a slight increase of biosurfactant mass at 84.00 ± 4.55 
mg/L was obtained. For a medium with glutamic acid, lower cell mass (1.14 ± 0.07 g/L) 
and decreased biosurfactant mass (76.33 ± 6.02 mg/L) were obtained. Although leucine 
improved the biosurfactant production (84.00 mg/L) compared to the medium without 
adding amino acids (80.67 ± 4.99 mg/L), the enhancement effect was insignificant. In other 
words, adding amino acid in the medium did not significantly enhance B. subtilis Natto to 
produce biosurfactants and help its growth. So, both amino acids would not be added to 
the medium for biosurfactant production from B. subtilis Natto. 
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Figure 4. Effect of addition of leucine and glutamic acid on biosurfactant production from B. subtilis Natto 
with sucrose as carbon source, peptone as nitrogen source, inoculum size of 2% v/v and culture pH of 6.8

Another researcher reported that adding different amino acids did not improve surfactin 
production from Bacillus subtilis CS5 (Abdel-Mawgoud et al., 2008). However, there 
were other findings suggested that amino acids were suitable substrates for biosurfactant 
production by S. ruminantium and Pseudomonas fluorescens, which indicated that these 
two strains were able to yield more biosurfactant when grown in a medium supplied with 
amino acids (Saimmai et al., 2013; Biniarz et al., 2018). Therefore, from this finding, B. 
subtilis Natto did not require additional amino acid in the fermentation medium to produce 
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biosurfactant even though the biosurfactant produced by B. subtilis strains contains amino 
acids moiety consisting of leucine, valine, glutamic acid and aspartic acid (Pecci et al., 
2010).     

Effect of Inoculum Size. In Figure 5, B. subtilis Natto, with an inoculum size of 6% v/v, 
yielded the highest biosurfactant mass of 105.67 ± 11.15 mg/L and cell mass of 1.28 ± 
0.07 g/L. Although an inoculum size of 2% v/v gave the highest cell mass of 1.48 ± 0.08 
g/L, it yielded the lowest biosurfactant mass of 80.67 ± 2.25 mg/L. Figure 5 shows a 
decreasing trend of cell mass when inoculum size is increased from 2% to 4% v/v. When 
the inoculum size was further increased from 4 to 6% v/v, a gradual increase in cell mass 
from 1.15 ± 0.03 g/L to 1.28 ± 0.07 g/L was recorded. Nevertheless, when the inoculum 
was raised higher to 8% v/v, it caused a reduction in cell mass production at 1.19 ± 0.06 
g/L. As for the yield of biosurfactant, increasing inoculum size from 2% to 6% v/v led to 
the increment in yield from 80.67 ± 2.25 mg/L to 105.67 ± 11.15 mg/L. Nevertheless, it 
dropped to 96.00 ± 6.98 mg/L in a higher % of inoculum size (8% v/v) culture. From this 
finding, 6% v/v is the most suitable inoculum size for use in the medium for biosurfactant 
production from B. subtilis Natto culture. 
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Figure 5. Effect of different inoculum sizes on biosurfactant production from B. subtilis Natto with sucrose as 
carbon source, peptone as nitrogen source and culture pH of 6.8

The maximum biosurfactant mass was recorded when B. subtilis Natto was inoculated 
into the medium at 6% v/v because inoculum size above 6% v/v decreased the mass of 
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biosurfactant produced. It showed the limitation of increasing inoculum size in improving 
microorganisms’ growth and growth-related activities. When a lower inoculum size was 
used, the number of cells present in the production medium was low, which required a 
longer time to reach the exponential phase to utilize the substrate in the formation of the 
desired product (Nalini & Parthasarathi, 2018). So, selecting a suitable inoculum size in 
the production medium was important to maintain the balance between inoculum size 
and the media volume. As reported by previous work, increasing inoculum size would 
decrease microbial activity due to the limited availability of nutrients in the medium used 
by microorganisms (Korai et al., 2014).

Effect of Initial pH of Fermentation Medium. Five initial pH of fermentation medium 
(pH 5.5, 6.0, 6.5, 6.8 and 7.5) were tested for their effects on biosurfactant production. 
From Figure 6, as the initial pH of the fermentation medium increased from pH 5.5 to pH 
6.8, cell mass increased from 1.38 ± 0.06 g/L to 1.48 ± 0.06 g/L while biosurfactant mass 
increased from 32.00 ± 2.16 mg/L to 80.67 ± 4.99 mg/L. When B. subtilis Natto was grown 
in a fermentation medium with an initial pH of 7.5, cell mass remained constant at 1.48 
± 0.02 g/L. However, biosurfactant production decreased to 60.33 ± 0.47 mg/L compared 
to the initial pH of 6.8 (80.67 ± 4.99 mg/L). So, a fermentation medium with an initial pH 
of 6.8 was selected for B. subtilis Natto in biosurfactant production. This initial pH of 6.8 
provided a suitable environment for B. subtilis Natto to produce biosurfactant, as proven 
by its highest cell and biosurfactant mass. 
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Figure 6. Effect of different initial pH of fermentation medium on production from B. subtilis Natto with sucrose 
as carbon source, peptone as nitrogen source, inoculum size of 2% v/v and culture pH of 6.8
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There was a drastic decline in biosurfactant production at lower pH of 5.5 compared to 
higher pH of 7.5, which illustrated that acidic and alkaline medium provided an unsuitable 
environment for B. subtilis Natto to produce biosurfactants. However, biosurfactant mass 
was the highest at pH 6.8, indicating that a medium of nearly neutral pH was preferred for 
biosurfactant production from B. subtilis Natto. This result was in agreement with Kiran et 
al. (2010) and Vigneshwaran et al. (2018), who reported medium of neutral pH was suitable 
for biosurfactant production from Brevibacillus sp. and Brevibacterium aureum. So, the 
pH of the fermentation medium was important for bacterial growth because it can affect 
the absorption of nutrients, reproduction and activity of the enzyme of microorganisms 
(Zhang et al., 2015).

Fermentation Conditions from OFAT Analysis. Using ANOVA Analysis Tools, all the 
parameters were significant except for adding amino acid into the fermentation medium. It 
was because the p-value calculated for Figure 4 was 0.40, which was greater than the value 
of α set at 0.05. For the nitrogen source, urea was chosen over peptone and sodium nitrate 
for economic reasons, and the p-value shows that the biosurfactant yield was significant. 
Urea is the cheapest nitrogen source used for fermentation. When B. subtilis Natto was 
grown in the fermentation medium with the combination of the selected parameters, 
which are urea as nitrogen source, initial pH of 6.8 in the fermentation medium, inoculum 
size of 6% v/v, and addition of palm kernel oil at a concentration of 2% v/v, the yield for 
biomass and biosurfactant obtained were 1.56 ± 0.02 g/L and 362.33 ± 19.48 mg/L. The 
biosurfactant yield improved by 45.00% from 80.67 ± 4.99 mg/L to 362.33 ± 19.48 mg/L. 

In Table 2, de Sousa et al. (2014) and Youssef et al. (2013) also reported low 
biosurfactant yield of 158.14 mg/L and 28.00 mg/L from Bacillus subtilis ATCC 6633 
and Bacillus subtilis subsp. subtilis spizizenii NRRL B-23049, respectively. However, 
one researcher reported a higher biosurfactant yield of 657.23 mg/L from Bacillus subtilis 
subsp. natto NT-6 (Sun et al. , 2019). There was a disparity in the yield because the strain 
was grown in a Landy medium at 28°C for 36 hours. Another researcher reported a higher 
biosurfactant yield of 657 mg/L when they incorporated brewery waste into a nutrient salt 
medium (Moshtagh et al., 2018). So, this research provided a new insight that vegetable oil 
such as palm kernel oil which is abundant in Malaysia, exhibits the ability as a substrate 
for biosurfactant production from B. subtilis Natto. Food-grade B. subtilis Natto can act 
as a probiotic strain and biosurfactant producer.
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Table 2 
Comparison of biosurfactant yield from other researchers

Types of strain Biosurfactant yield (mg/L) Reference
Bacillus subtilis ATCC 6633 158.14 de Sousa et al. (2014) 
Bacillus licheniformis RS-1 20

Youssef et al. (2013) Bacillus subtilis subsp. 
subtilis spizizenii NRRL 

B-23049
28

Bacillus subtilis subsp. natto
NT-6 657.23 Sun et al. (2019) 

Bacillus subtilis N3-1P 657 Moshtagh et al. (2018) 

Characterization of Biosurfactant

The product obtained from B. subtilis Natto fermentation was subjected to qualitative 
characterization to confirm that it is a biosurfactant. Two of the characteristics of 
biosurfactants are oil displacement and emulsification ability. Figure 7 showed the product 
recovered from B. subtilis Natto was able to displace palm oil, with a clear zone measured 
5.50 ± 0.08 cm. Meanwhile, Figure 8 shows the formation of an emulsion layer when B. 
subtilis Natto product was added to the water-oil mixture after vortexing. The emulsification 
index was calculated at 45.67 ± 2.49 %. 

Figure 7. Oil displacement assay for biosurfactant 
produced from B. subtilis Natto

Figure 8. Emulsification assay for biosurfactant 
produced from B. subtilis Natto 
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The clear zone and emulsion formation indicated biosurfactant-producing capability 
by B. subtilis Natto. Besides, many researchers have used the oil displacement method 
to determine biosurfactant production efficiency because it depends on the decrease in 
water-oil interfacial tension regardless of biosurfactant structure (Parthipan et al., 2017). 
In this field, Anjum et al. (2016) reported the highest emulsification index for biosurfactant 
produced from Bacillus sp. MTCC 5877 was 76 ± 0.57%, while E24 of biosurfactant from 
Bacillus cereus and Bacillus subtilis were reported by Jaysree et al. (2011) with values 
ranging between 15 and 30% for diesel and engine oil, respectively Emulsification index 
obtained from this research was 45.67 ± 2.49%. It also suggested that biosurfactants 
produced exhibited a low ability to emulsify vegetable oil which can be used as an 
antimicrobial agent in nanoemulsion against food-borne pathogens (Joe et al., 2012).

CONCLUSION

OFAT analysis of biosurfactant production from B. subtilis Natto showed an improvement 
of 45% in biosurfactant yield when B. subtilis Natto was grown in fermentation medium 
using urea as nitrogen source, initial pH 6.8 of fermentation medium, with inoculum size of 
6% v/v and addition of palm kernel oil at a concentration of 2% v/v into the fermentation 
medium. From the endpoint of fermentation results, the important parameters in enhancing 
the production are types of nitrogen source, inoculum size, types and concentrations of 
vegetable oils, and initial pH of the fermentation medium. Using ANOVA analysis tools, 
the most significant parameters to enhance production are vegetable oils. B. subtilis Natto 
can act as a probiotic strain and biosurfactant producer.

ACKNOWLEDGMENTS

We thank Sime Darby Technology Centre for their support in donating lab chemicals and 
permission to use their equipment in their facilities. In addition, Yew Seng Leow appreciates 
Yayasan Sime Darby for providing the YSD-UPM scholarship for his M. Sc. study, which 
part of his study is presented in this paper.

REFERENCES 
Abdel-Mawgoud, A. M., Aboulwafa, M. M., & Hassouna, N. A. H. (2008). Optimization of surfactin production 

by Bacillus subtilis isolate BS5. Applied Biochemistry and Biotechnology, 150(3), 305-325. https://doi.
org/10.1007/s12010-008-8155-x

Anjum, F., Gautam, G., Edgard, G., & Negi, S. (2016). Biosurfactant production through Bacillus sp. MTCC 
5877 and its multifarious applications in food industry. Bioresource Technology, 213, 262-269. https://
doi.org/10.1016/j.biortech.2016.02.091



Pertanika J. Sci. & Technol. 31 (2): 709 - 728 (2023)724

Yew Seng Leow, Norhafizah Abdullah, Dayang Radiah Awang Biak,
Nur Syakina Jamali, Rozita Rosli and Huey Fang Teh

Balan, S. S., Kumar, C. G., & Jayalakshmi, S. (2017). Aneurinifactin, a new lipopeptide biosurfactant 
produced by a marine Aneurinibacillus aneurinilyticus SBP-11 isolated from Gulf of Mannar: 
Purification, characterization and its biological evaluation. Microbiological Research, 194, 1-9. https://
doi.org/10.1016/j.micres.2016.10.005

Banat, I. M., De Rienzo, M. A. D., & Quinn, G. A. (2014). Microbial biofilms: Biosurfactants as antibiofilm 
agents. Applied Microbiology and Biotechnology, 98(24), 9915-9929. https://doi.org/10.1007/s00253-
014-6169-6

Bertrand, B., Martínez-Morales, F., Rosas-Galván, N. S., Morales-Guzmán, D., & Trejo-Hernández, M. R. 
(2018). Statistical design, a powerful tool for optimizing biosurfactant production: A review. Colloids 
and Interfaces, 2(3), Article 36. https://doi.org/10.3390/colloids2030036

Bhattacharya, B., Ghosh, T. K., & Das, N. (2017). Application of bio-surfactants in cosmetics and pharmaceutical 
industry. Scholars Academic Journal of Pharmacy (SAJP), 6(7), 320-329. https://doi.org/10.21276/sajp

Biniarz, P., Coutte, F., Gancel, F., & Łukaszewicz, M. (2018). High-throughput optimization of medium 
components and culture conditions for the efficient production of a lipopeptide pseudofactin by 
Pseudomonas fluorescens BD5. Microbial Cell Factories, 17(1), 1-18. https://doi.org/10.1186/s12934-
018-0968-x

Cao, X. H., Liao, Z.Y., Wang, C. L., Yang, W. Y., & Lu, M. F. (2009). Evaluation of a lipopeptide biosurfactant 
from Bacillus natto TK-1 as a potential source of anti-adhesive, antimicrobial and antitumor activities. 
Brazilian Journal of Microbiology, 40(2), 373-379. https://doi.org/10.1590/s1517-83822009000200030

Chen, H. L., & Juang, R. S. (2008). Recovery and separation of surfactin from pretreated fermentation 
broths by physical and chemical extraction. Biochemical Engineering Journal, 38(1), 39-46. https://doi.
org/10.1016/j.bej.2007.06.003

Chen, W. C., Juang, R. S., & Wei, Y. H. (2015). Applications of a lipopeptide biosurfactant, surfactin, 
produced by microorganisms. Biochemical Engineering Journal, 103, 158-169. https://doi.org/10.1016/j.
bej.2015.07.009

Cooper, D. G., & Goldenberg, B. G. (1987). Surface-active agents from two Bacillus species. Applied and 
Environmental Microbiology, 53(2), 224-229. https://doi.org/10.1128/aem.53.2.224-229.1987

Das, A. J., & Kumar, R. (2019). Production of biosurfactant from agro-industrial waste by Bacillus safensis J2 
and exploring its oil recovery efficiency and role in restoration of diesel contaminated soil. Environmental 
Technology and Innovation, 16, Article 100450. https://doi.org/10.1016/j.eti.2019.100450

de Sousa, M., Dantas, I. T., Felix, A. K. N., de Sant’ana, H. B., Melo, V. M. M., & Gonçalves, L. R. B. (2014). 
Crude glycerol from biodiesel industry as substrate for biosurfactant production by Bacillus subtilis 
ATCC 6633. Brazilian Archives of Biology and Technology, 57(2), 295-301. https://doi.org/10.1590/
S1516-89132014000200019

Dobler, L., Vilela, L. F., Almeida, R. V., & Neves, B. C. (2016). Rhamnolipids in perspective: Gene regulatory 
pathways, metabolic engineering, production and technological forecasting. New Biotechnology, 33(1), 
123-135. https://doi.org/10.1016/j.nbt.2015.09.005

Donio, M. B. S., Ronica, S. F. A., Viji, V. T., Velmurugan, S., Jenifer, J. A., Michaelbabu, M., & Citarasu, T. 
(2013). Isolation and characterization of halophilic Bacillus sp. BS3 able to produce pharmacologically 
important biosurfactants. Asian Pacific Journal of Tropical Medicine, 6(11), 876-883. https://doi.
org/10.1016/S1995-7645(13)60156-X



Pertanika J. Sci. & Technol. 31 (2): 709 - 728 (2023) 725

A Novel Approach for Multi-Level Dimensional Reduction

Eswari, J. S., Anand, M., & Venkateswarlu, C. (2016). Optimum culture medium composition for lipopeptide 
production by Bacillus subtilis using response surface model-based ant colony optimization. Sadhana, 
41(1), 55-65. https://doi.org/10.1007/s12046-015-0451-x

Fanaei, M., & Emtiazi, G. (2018). Microbial assisted (Bacillus mojavensis) production of bio-surfactant 
lipopeptide with potential pharmaceutical applications and its characterization by MALDI-TOF-MS 
analysis. Journal of Molecular Liquids, 268, 707-714. https://doi.org/10.1016/j.molliq.2018.07.103

Felix, A. K. N., Martins, J. J. L., Lima Almeida, J. G., Giro, M. E. A., Cavalcante, K. F., Maciel Melo, V. M., 
Loiola Pessoa, O. D., Ponte Rocha, M. V., Rocha Barros Gonçalves, L., & Saraiva de Santiago Aguiar, 
R. (2019). Purification and characterization of a biosurfactant produced by Bacillus subtilis in cashew 
apple juice and its application in the remediation of oil-contaminated soil. Colloids and Surfaces B: 
Biointerfaces, 175(July 2018), 256-263. https://doi.org/10.1016/j.colsurfb.2018.11.062

Ferraz, C., De Araújo, Á. A., & Pastore, G. M. (2002). The influence of vegetable oils on biosurfactant 
production by Serratia marcescens. Applied Biochemistry and Biotechnology, 98(1), 841-847. https://
doi.org/10.1385/abab:98-100:1-9:841 

Hentati, D., Chebbi, A., Hadrich, F., Frikha, I., Rabanal, F.,Sayadi, S., Manresa, A., & Chamkha, M. (2019). 
Production and characterization of lipopeptide biosurfactants from a novel marine Bacillus stratosphericus 
strain FLU5. Ecotoxicology and Environmental Safety, 167, 441-449. https://doi.org/10.1016/j.
ecoenv.2018.10.036

Hirata, Y., Igarashi, K., Ueda, A., & Quan, G. L. (2021). Enhanced sophorolipid production and effective 
conversion of waste frying oil using dual lipophilic substrates. Bioscience, Biotechnology and 
Biochemistry, 85(7), 1763-1771. https://doi.org/10.1093/bbb/zbab075

Ibrar, M., & Zhang, H. (2020). Construction of a hydrocarbon-degrading consortium and characterization of 
two new lipopeptides biosurfactants. Science of the Total Environment, 714, Article 136400. https://doi.
org/10.1016/j.scitotenv.2019.136400

Jahan, R., Bodratti, A. M., Tsianou, M., & Alexandridis, P. (2020). Biosurfactants, natural alternatives to 
synthetic surfactants: Physicochemical properties and applications. Advances in Colloid and Interface 
Science, 275, Article 102061. https://doi.org/10.1016/j.cis.2019.102061

Janek, T., Łukaszewicz, M., Rezanka, T., & Krasowska, A. (2010). Isolation and characterization of two new 
lipopeptide biosurfactants produced by Pseudomonas fluorescens BD5 isolated from water from the 
Arctic Archipelago of Svalbard. Bioresource Technology, 101(15), 6118-6123. https://doi.org/10.1016/j.
biortech.2010.02.109

Jaysree, R. C., Basu, S., Singh, P. P., Ghosal, T., Patra, P. A., Keerthi, Y., & Rajendran, N. (2011). Isolation 
of biosurfactant producing bacteria from environmental samples. Pharmacologyonline, 3, 1427-1433. 
https://doi.org/10.1002/abio.370110405

Joe, M. M., Bradeeba, K., Parthasarathi, R., Sivakumaar, P. K., Chauhan, P. S., Tipayno, S., Benson, A., & 
Sa, T. (2012). Development of surfactin based nanoemulsion formulation from selected cooking oils: 
Evaluation for antimicrobial activity against selected food associated microorganisms. Journal of the 
Taiwan Institute of Chemical Engineers, 43(2), 172-180. https://doi.org/10.1016/j.jtice.2011.08.008



Pertanika J. Sci. & Technol. 31 (2): 709 - 728 (2023)726

Yew Seng Leow, Norhafizah Abdullah, Dayang Radiah Awang Biak,
Nur Syakina Jamali, Rozita Rosli and Huey Fang Teh

Khondee, N., Tathong, S., Pinyakong, O., Müller, R., Soonglerdsongpha, S., Ruangchainikom, C., Tongcumpou, 
C., & Luepromchai, E. (2015). Lipopeptide biosurfactant production by chitosan-immobilized Bacillus 
sp. GY19 and their recovery by foam fractionation. Biochemical Engineering Journal, 93, 47-54. https://
doi.org/10.1016/j.bej.2014.09.001

Kim, H. S., Yoon, B. D., Lee, C. H., Suh, H. H., Oh, H. M., Katsuragi, T., & Tani, Y. (1997). Production 
and properties of a lipopeptide biosurfactant from Bacillus subtilis C9. Journal of Fermentation and 
Bioengineering, 84(1), 41-46. https://doi.org/10.1016/S0922-338X(97)82784-5

Kiran, G. S., Thomas, T. A., Selvin, J., Sabarathnam, B., & Lipton, A. P. (2010). Optimization and characterization 
of a new lipopeptide biosurfactant produced by marine Brevibacterium aureum MSA13 in solid state 
culture. Bioresource Technology, 101(7), 2389-2396. https://doi.org/10.1016/j.biortech.2009.11.023

Konishi, M., Morita, T., Fukuoka, T., Imura, T., Uemura, S., Iwabuchi, H., & Kitamoto, D. (2018). Efficient 
production of acid-form sophorolipids from waste glycerol and fatty acid methyl esters by Candida 
floricola. Journal of Oleo Science, 67(4), 489-496. https://doi.org/10.5650/jos.ess17219

Korai, A. G., Ameer, Y., Asif, S., Habib, H., Abbasi, M. H., Akhtar, R. M., Rasheed, M. A., Salahuddin, Tariq, 
A., & Awais, H. (2014). Biosurfactant production by Pseudomonas aeruginosa strains on 4 ml of inoculum 
size. Pakistan Journal of Medical and Health Sciences, 8(1), 21-24.

Li, E., & De Orduña, R. M. (2010). A rapid method for the determination of microbial biomass by dry weight 
using a moisture analyser with an infrared heating source and an analytical balance. Letters in Applied 
Microbiology, 50(3), 283-288. https://doi.org/10.1111/j.1472-765X.2009.02789.x

Liu, J. F., Yang, J., Yang, S. Z., Ye, R. Q., & Mu, B. Z. (2012). Effects of different amino acids in culture media 
on surfactin variants produced by Bacillus subtilis TD7. Applied Biochemistry and Biotechnology, 166(8), 
2091-2100. https://doi.org/10.1007/s12010-012-9636-5

Liu, K., Sun, Y., Cao, M., Wang, J., Lu, J. R., & Xu, H. (2020). Rational design, properties, and applications 
of biosurfactants: A short review of recent advances. Current Opinion in Colloid and Interface Science, 
45, 57-67. https://doi.org/10.1016/j.cocis.2019.12.005

Liu, X. (2020). Microbial technology for the sustainable development of energy and environment. Biotechnology 
Reports, 27, Article e00486. https://doi.org/10.1016/j.btre.2020.e00486

Morikawa, M., Daido, H., Takao, T., Murata, S., Shimonishi, Y., & Imanaka, T. (1993). A new lipopeptide 
biosurfactant produced by Arthrobacter sp. strain MIS38. Journal of Bacteriology, 175(20), 6459-6466. 
https://doi.org/10.1128/jb.175.20.6459-6466.1993

Moshtagh, B., Hawboldt, K., & Zhang, B. (2018). Optimization of biosurfactant production by Bacillus subtilis 
N3-1P using the brewery waste as the carbon source. Environmental Technology, 40(25), 3371-3380. 
https://doi.org/10.1080/09593330.2018.1473502

Nalini, S., & Parthasarathi, R. (2018). Optimization of rhamnolipid biosurfactant production from Serratia 
rubidaea SNAU02 under solid-state fermentation and its biocontrol efficacy against Fusarium wilt of 
eggplant. Annals of Agrarian Science, 16(2), 108-115. https://doi.org/10.1016/j.aasci.2017.11.002

Parthipan, P., Preetham, E., Machuca, L. L., Rahman, P. K. S. M., Murugan, K., & Rajasekar, A. (2017). 
Biosurfactant and degradative enzymes mediated crude oil degradation by bacterium Bacillus subtilis 
A1. Frontiers in Microbiology, 8, 1-14. https://doi.org/10.3389/fmicb.2017.00193



Pertanika J. Sci. & Technol. 31 (2): 709 - 728 (2023) 727

A Novel Approach for Multi-Level Dimensional Reduction

Pecci, Y., Rivardo, F., Martinotti, M. G., & Allegrone, G. (2010). LC/ESI-MS/MS characterisation of lipopeptide 
biosurfactants produced by the Bacillus licheniformis V9T14 strain. Journal of Mass Spectrometry, 45(7), 
772-778. https://doi.org/10.1002/jms.1767

Purwasena, I. A., Astuti, D. I., & Utami, S. G. (2020). Nitrogen optimization on rhamnolipid biosurfactant 
production from Pseudoxanthomonas sp. G3 and its preservation techniques. Sains Malaysiana, 49(9), 
2119-2127. https://doi.org/10.17576/jsm-2020-4909-10

Saimmai, A., Onlamool, T., Sobhon, V., & Maneerat, S. (2013). An efficient biosurfactant-producing bacterium 
Selenomonas ruminantium CT2, isolated from mangrove sediment in south of Thailand. World Journal 
of Microbiology and Biotechnology, 29(1), 87-102. https://doi.org/10.1007/s11274-012-1161-8

Santos, A. P. P., Silva, M. D. S., Costa, E. V. L., Rufino, R. D., Santos, V. A., Ramos, C. S., Sarubbo, L. A., & 
Porto, A. L. F. (2018). Production and characterization of a biosurfactant produced by Streptomyces sp. 
DPUA 1559 isolated from lichens of the Amazon region. Brazilian Journal of Medical and Biological 
Research, 51(2), 1-10. https://doi.org/10.1590/1414-431x20176657

Sharma, R., Singh, J., & Verma, N. (2018). Production, characterization and environmental applications of 
biosurfactants from Bacillus amyloliquefaciens and Bacillus subtilis. Biocatalysis and Agricultural 
Biotechnology, 16, 132-139. https://doi.org/10.1016/j.bcab.2018.07.028

Singh, R., Glick, B. R., & Rathore, D. (2018). Biosurfactants as a biological tool to increase micronutrient 
availability in soil: A review. Pedosphere, 28(2), 170-189. https://doi.org/10.1016/S1002-0160(18)60018-9

Sun, D., Liao, J., Sun, L., Wang, Y., Liu, Y., Deng, Q., Zhang, N., Xu, D., Fang, Z., Wang, W., & Gooneratne, 
R. (2019). Effect of media and fermentation conditions on surfactin and iturin homologues produced by 
Bacillus natto NT-6: LC–MS analysis. AMB Express, 9(1), Article 120. https://doi.org/10.1186/s13568-
019-0845-y

Thavasi, R., Jayalakshmi, S., Balasubramanian, T., & Banat, I. M. (2008). Production and characterization of 
a glycolipid biosurfactant from Bacillus megaterium using economically cheaper sources. World Journal 
of Microbiology and Biotechnology, 24(7), 917-925. https://doi.org/10.1007/s11274-007-9609-y

Varvaresou, A., & Iakovou, K. (2015). Biosurfactants in cosmetics and biopharmaceuticals. Letters in Applied 
Microbiology, 61(3), 214-223. https://doi.org/10.1111/lam.12440

Vigneshwaran, C., Sivasubramanian, V., Vasantharaj, K., Krishnanand, N., & Jerold, M. (2018). Potential 
of Brevibacillus sp. AVN 13 isolated from crude oil contaminated soil for biosurfactant production and 
its optimization studies. Journal of Environmental Chemical Engineering, 6(4), 4347-4356. https://doi.
org/10.1016/j.jece.2018.06.036

Youssef, N., Simpson, D. R., McInerney, M. J., & Duncan, K. E. (2013). In-situ lipopeptide biosurfactant 
production by Bacillus strains correlates with improved oil recovery in two oil wells approaching their 
economic limit of production. International Biodeterioration and Biodegradation, 81, 127-132. https://
doi.org/10.1016/j.ibiod.2012.05.010

Yuliani, H., Perdani, M. S., Savitri, I., Manurung, M., Sahlan, M., Wijanarko, A., & Hermansyah, H. (2018). 
Antimicrobial activity of biosurfactant derived from Bacillus subtilis C19. Energy Procedia, 153, 274-
278. https://doi.org/10.1016/j.egypro.2018.10.043



Pertanika J. Sci. & Technol. 31 (2): 709 - 728 (2023)728

Yew Seng Leow, Norhafizah Abdullah, Dayang Radiah Awang Biak,
Nur Syakina Jamali, Rozita Rosli and Huey Fang Teh

Zhang, J., Xue, Q., Gao, H., Lai, H., & Wang, P. (2016). Production of lipopeptide biosurfactants by Bacillus 
atrophaeus 5-2a and their potential use in microbial enhanced oil recovery. Microbial Cell Factories, 
15(1), 1-11. https://doi.org/10.1186/s12934-016-0574-8

Zhang, W., Zhang, X., & Cui, H. (2015). Isolation, fermentation optimization and performance studies of a 
novel biosurfactant producing strain Bacillus amyloliquefaciens. Chemical and Biochemical Engineering 
Quarterly, 29(3), 447-456. https://doi.org/10.15255/CABEQ.2014.2037



Pertanika J. Sci. & Technol. 31 (2): 729 - 758 (2023)

SCIENCE & TECHNOLOGY
Journal homepage: http://www.pertanika.upm.edu.my/

Article history:
Received: 17 May 2022
Accepted: 05 October 2022
Published: 06 March 2023

ARTICLE INFO

E-mail addresess:
nttkhanh@agu.edu.vn (Khanh Tran Thien Nguyen)
vtdchi@agu.edu.vn (Chi Thi Dao Vo)
ntan@agu.edu.vn (An Thuy Ngo)
dtnghi@agu.edu.vn (Nghi Thanh Doan) 
pl.huynh.mt280594@gmail.com (Luyen Phuc Huynh)
thuy_dung1592002@yahoo.com (Dung Huynh Thuy Tran)
*Corresponding author

ISSN: 0128-7680
e-ISSN: 2231-8526 © Universiti Putra Malaysia Press

DOI: https://doi.org/10.47836/pjst.31.2.06

Aquaculture Wastewater Quality Improvement by Floating Raft 
of Native Aquatic Plants in An Giang Province, Vietnam
Khanh Tran Thien Nguyen1,2*, Chi Thi Dao Vo1,2, An Thuy Ngo1,2, Nghi Thanh 
Doan1,2, Luyen Phuc Huynh3 and Dung Huynh Thuy Tran3

1An Giang University, 18 Ung Van Khiem, Long Xuyen, An Giang, Vietnam
2Vietnam National University, Ho Chi Minh City, Vietnam
3An Giang Center for Environmental Monitoring and Techniques, Resources, 822 Tran Hung Dao, Long 
Xuyen, An Giang, Vietnam

ABSTRACT

The development of aquaculture in An Giang province posed a risk of lowering the surface 
water quality of the Mekong River. This study assessed the pollution level of surface water 
affected by aquaculture areas in the province and the efficiency of the floating raft of 
native aquatic plants on aquaculture wastewater quality improvement. Water samples were 
analyzed for SS, COD, BOD5, N-NH4

+, Total N, and Total P. The Water Quality Index was 
calculated according to the Vietnamese technical guidelines (VN_WQI). The quadrat method 
was applied to determine the density of aquatic plants. The result showed that surface water 
quality affected by aquaculture areas in An Giang province did not meet national standards, 
and the WQI ranged from heavy to good pollution. Experimental results showed that when 
using the treatment tank, including floating rafts of Water hyacinth (Eichhornia crassipes), 
Morning glory plants (Ipomoea aquatica), and Climbing dayflower (Commelina diffusa), 

the removal percentages of SS, COD, BOD5, 
N-NH4

+, Total N, and Total P were 92.6%, 
89.6%, 93.9%, 93.4%, 64.3%, and 94.6%, 
respectively, in the first three months of the 
farming season. The removal percentages 
of SS, COD, BOD5, N-NH4

+, Total N, and 
Total P were 92.7%, 89.9%, 91.5%, 93.6%, 
67.8%, and 94%, respectively, in the fourth 
month until fish harvest in the treatment 
tank. Therefore, floating rafts of native 
aquatic plants could absorb nutrients and 
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quickly remove pollutants. The quality of aquaculture wastewater after treatment was 
significantly improved.

Keywords: Aquaculture wastewater, Commelina diffusa, Eichhornia crassipes, floating raft, Ipomoea aquatica, 

wastewater treatment, water quality 

INTRODUCTION

An Giang is a province in the Mekong Delta located in southwest Vietnam. The dense 
system of rivers, canals, and channels and abundant surface water all year round brings 
many advantages in varieties and food for aquaculture (An Giang Center for Environmental 
Monitoring and Techniques, Resources, 2019). The province’s aquaculture has experienced 
remarkable growth in quantity and quality, making a significant contribution to the socio-
economic development of the province. However, the strong development of aquaculture 
caused many increasing environmental impacts on a large and alarming scale, especially 
the impacts on water bodies receiving aquaculture wastewater. Currently, most aquaculture 
wastewater from farming fish farms in An Giang province is discharged directly into the 
natural environment without treatment. Only a few farming areas of enterprises have the 
investment in wastewater treatment systems (accounting for approximately 10% of farming 
areas) (Shipin et al., 2005; Khanh et al., 2013; Khanh et al., 2015; An Giang Department 
of Natural Resources and Environment, 2020). It is necessary to assess the pollution level 
of aquaculture wastewater in the province and provide solutions.

The Vietnam Water Quality Index (VN_WQI) is suggested by Vietnam Environment 
Administration and is commonly used in Vietnam. There is much research using VN_WQI. 
Giao et al. (2021) conducted a study to evaluate and classify surface water quality in Dong 
Thap, Vietnam, using set pair analysis (SPA) and the VN_WQI method. The findings 
present that water quality in Dong Thap was ranked at level III (medium) based on the SPA; 
this water quality rank was at level IV (poor) using the VN_WQI, which was suitable for 
irrigation and other equivalent purposes. Ha et al. (2021) studied integrating the remote 
sensing technology with in-situ ground observation to assess the water quality status in Ca 
Mau city through VN_WQI. The results also illustrated the low quality of surface water and 
heavy pollution. Lan and Long (2011) assessed surface water quality by VN_WQI at the 
Cai Sao canal, An Giang. The water quality index (VN_WQI) was in the range of 39-29, 
indicating mild pollution at the two sites close to the joining of the canal with the river, 
increasing severe pollution along the rest of the canal. The equations used to calculate the 
VN_WQI are easy to use; thus, it is a valuable tool for observing the water environment 
and monitoring pollution.

Many studies show that using plants to treat wastewater is an effective method. The 
study of Minh et al. (2012) evaluated the ability of Water hyacinth and Vetiver to treat 
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dissolved organic nitrogen (N) and phosphorus (P) pollution in ponds used for intensive 
catfish cultivation in the Mekong River Delta. They found that after one month, Water 
hyacinth could reduce 88% organic N and 100% organic P compared to their initial 
concentrations. Similarly, the concentrations of organic N and P reduced by 85% and 99%, 
respectively, when Vetiver was grown in the culture. Nhien and Trang (2013) researched 
the role of Typha orientalis L. in constructed wetlands to treat close-recirculated intensive 
catfish culture. The result showed that T. orientalis helped remove about 17% N and 34% P 
from wastewater via vegetative uptake. Kieu et al. (2015) studied the evolution of nitrogen 
forms in wastewater of intensive catfish pond growing Hymenachne grass (Hymenachne 
acutigluma). The result showed that Hymenachne grass reduced NH4

+-N, NO2
--N, NO3

--N, 
and TKN in wastewater at 69.7–96.9; 96.6–97.3; 99.3–99.9; 48.5–73.5%, respectively. In 
addition, Hymenachne grass reduced TP and PO4

3--P with respective deduction percentages 
of 84.8–95.6 and 85.7–92.5% compared to the initial phosphorus level. In the study of 
Snow and Ghaly (2008), Water hyacinth, Water lettuce, and Parrot’s feather plants were 
examined for their ability to remove nutrients from aquaculture wastewater at two retention 
times. The TSS, COD, NH4

+-N, NO2
--N, NO3

--N, and PO4
3--P reductions ranged from 21.4 

to 48.0%, from 71.1 to 89.5%, from 55.9 to 76.0%, from 49.6 to 90.6%, from 34.5 to 54.4% 
and from 64.5 to 76.8%, respectively. Li and Li (2009) investigated nutrient removal and 
water quality by planting aquatic vegetables on artificial beds in 36 m2 concrete fishponds. 
After treatment of 120 days, 30.6% of TN and 18.2% of TP were removed from the total 
input nutrients by 6 m2 aquatic vegetable Ipomoea aquatica. 

The TN, TP, COD, and Chlorophyll concentrations in planted ponds were significantly 
lower than those in non-planted ponds. No significant differences in the concentration of 
(TAN), NO2

--N, and NO3
--N were found between planted and non-planted ponds. Zhang 

et al. (2014) used a water spinach floating bed to improve the aquaculture wastewater 
quality. The results showed significant improvement in the aquaculture water quality at 
the experimental site, with removal percentages of TN, NH4

+-N, NO2
−-N, and TP being 

11.2%, 60.0%, 60.2%, and 27.3%, respectively. De Vasconcelos et al. (2021) evaluated the 
efficiency of using the floating aquatic macrophytes Eichhornia crassipes, Pistia stratiotes, 
and Salvinia molesta for the treatment of aquaculture effluents. They found that with floating 
aquatic macrophytes, the concentrations of all evaluated limnology parameters included 
TN, NO2

--N, NO3
--N, NH4

+-N, TP, turbidity, dissolved oxygen, electrical conductivity, 
total alkalinity, BOD, and COD, improved significantly. There was also an improvement 
in the physical aspect of the effluent (transparency and turbidity). 

This study assessed the pollution level of aquaculture wastewater in An Giang province 
and the efficiency of using native aquatic species, including Water hyacinth (Eichhornia 
crassipes), Morning glory plants (Ipomoea aquatica), and Climbing dayflower (Commelina 
diffusa) on aquaculture wastewater improvement. The role of the combination of these three 
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native aquatic plants in the treatment of aquaculture wastewater has been investigated for 
the first time by the model of a floating raft through an experimental method. The study 
has proposed a biological solution using aquatic plants to remove pollutants in aquaculture 
wastewater in An Giang province. 

MATERIALS AND METHODS

Location of Water Sampling

Surface water samples were collected at 18 sampling locations affected by aquaculture 
areas. The sample collection schedule was in March and June 2021. Figure 1 shows 
the location map of surface water sampling. Table 1 shows the code, coordinates, and 
characteristics of sampling locations. 

Figure 1. The location map of surface water sampling

Table 1
Location of surface water sampling

No. Code Coordinate Location Feature

1 AQ1 559.880
1.188.560

Long Hoa commune, 
Phu Tan district

The end of wastewater source 
of the Long Hoa raft floating 

fish farming

2 AQ2 570.753
1.168.426

Kien An commune, 
Cho Moi district

The end of wastewater source 
of pen culture and pond fish 

farming area in Kien An
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Table 1 (Continue)

No. Code Coordinate Location Feature

3 AQ3 540.104
1.184.937

Chau Phu A ward, 
Chau Doc city

The end of wastewater source 
of the Vinh Nguon raft floating 

fish farming

4 AQ4 540.708
1.184.988

Da Phuoc commune, 
An Phu district

The end of wastewater source 
of the Da Phuoc raft floating 

fish farming

5 AQ5 548.722
1.172.710

Vinh Thanh Trung 
commune,

Chau Phu district

Impact of wastewater from 
fish farming ponds on Xang 

Vinh Tre canal

6 AQ6 567.496
1.156.042

Binh Thanh commune, 
Chau Thanh district

The end of wastewater source 
of pond fish farming area in 

Binh Thanh

7 AQ8 576.289
1.151.944

My Hoa Hung 
commune, Long 

Xuyen city

The end of wastewater source 
of pen culture and pond fish 

farming area in My Hoa Hung

8 AQ11 574.103
1.139.929

My Thoi ward, Long 
Xuyen city

Impact of wastewater from 
fish farming ponds

9 AQ13 552.267
1.153.651

Vinh Thanh commune, 
Chau Thanh district

Impact of wastewater from a 
rice-shrimp farming area

10 AQ14 572.673
1.139.250

Phu Thuan commune, 
Thoai Son district

The beginning of the Don 
Dong canal, adjacent to the 

Moi canal

11 AQ15 565.734
1.136.318

Vinh Khanh commune, 
Thoai Son district

The beginning of the Don 
Dong channel, adjacent to the 

Ong Co canal

12 AQ19 584.521
1.157.065

My An commune, Cho 
Moi district

Impact of wastewater from a 
raft floating fish farming

13 AQ20 548.134
1.201.285

Vinh Hoa commune, 
Tan Chau town

Impact of wastewater from 
pond fish farming area

14 AQ21 546.162
1.169.627

Phu My commune, 
Chau Phu district

Impact of wastewater from 
Loc Kim Chi fish farming 

area, the confluence between 
Hao De Lon canal and Xang 

Vinh Tre canal

15 AQ22 548.706
1.158.636

Binh Phu commune, 
Chau Phu district

Impact from wastewater 
from Nam Viet Binh Phu fish 
farming area, the confluence 
between 13 canals and Xang 

Cay Duong canal
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Methods of Sampling, Preserving, and Analyzing Water Samples

The parameters for the assessment of 18 water samples included: Temperature, pH, 
Dissolved Oxygen (DO), Chemical oxygen demand (COD), Biological oxygen demand 
(BOD5), Total Suspended Solids (TSS), Ammonium (N-NH4

+), Nitrate (N-NO3
-), Phosphate 

(P-PO4
3-), Total Nitrogen (TN), Total Phosphorus (TP) and Coliform.

The order and methods of environmental monitoring were implemented in accordance 
with Circular 24/2017/TT-BTNMT on promulgating technical regulations on environmental 
monitoring and Vietnamese standards and regulations (Vietnam Ministry of Natural 
Resources and Environment, 2017). Surface water and wastewater were sampled and 
preserved according to the methods in TCVN 6663-1:2011 and TCVN 6663:3:2016 
(Vietnam Ministry of Science and Technology, 2011; Vietnam Ministry of Science and 
Technology, 2016).  

Methods of analyzing samples were in accordance with Standard Methods (Lipps et 
al., 2018a, 2018b, 2018c, 2018d, 2018e, 2018f) and Vietnam National standard on water 
quality (Vietnam Ministry of Science and Technology, 1995, 1996, 2000, 2011, 2016) 
(Tables 2 and 3). Measuring probe used to measure temperature, DO, and pH was PCD 
650/pH 600 Eutech.

Table 2
Method of analyzing/measuring water samples 

Table 1 (Continue)

No. Code Coordinate Location Feature

16 AQ23 552.578
1.171.504

Phu Binh commune, 
Phu Tan district 

Impact of wastewater from 
Pangasius farming area in

Phu Binh commune

17 AQ24 561.948
1.145.178

Vinh Trach commune, 
Thoai Son district

Impacts from aquatic 
discharge source

18 AQ25 550.885
1.177.362

Hoa Lac commune, 
Phu Tan district

Impact of wastewater from 
pond fish farming area of

Hoa Lac

No. Parameter Method of analyzing / measuring
1 Chemical oxygen demand (COD) SMEWW 5220C:2017
2 Biological oxygen demand (BOD5) SMEWW 5210B:2017
3 Total Suspended Solids (TSS) SMEWW 2540D:2017
4 Ammonium (N-NH4

+) TCVN 5988:1995
5 Total Nitrogen (TN) TCVN 6638:2000
6 Total Phosphorus (TP) SMEWW 4500.P.B&E:2017
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Water Quality Assessment 

The analytical results of water samples were compared with surface water quality 
parameters according to QCVN:08-MT:2015/BTNMT-National technical regulation 
on the surface water quality of Vietnam (Vietnam Ministry of Natural Resources and 
Environment, 2015).

The Water Quality Index (WQI) was calculated based on Decision 1460/QD-TCMT 
on promulgating technical guidelines for calculation and the Vietnam water quality index 
(VN_WQI) (Vietnam Environment Administration, 2019). This study’s parameters used 
to calculate WQI include temperature, pH, DO, BOD5, COD, N-NO3

-, N-NH4
+, P-PO4

3-, 
and Coliform. 

The calculation equations are as follows:
For parameters of BOD5, COD, N-NO3

-, N-NH4
+, P-PO4

3-, Coliform, and WQI are 
calculated according to the following Equation 1:

( + 
     

          [1]

In particular:
WQISI (SI: sub-index): is the water quality index calculated for each parameter
BPi: lower limit concentration of monitoring parameters corresponding to level i
BPi+1: upper limit concentration of monitoring parameters corresponding to level i+1
qi: WQI at level i given corresponds to BPi

qi+1: WQI at level i+1 corresponds to BPi+1

Cp: Monitoring parameters are taken into account
Calculating WQIDO using Equation 2:

( +      [2]

In particular: 
WQISI (SI: sub-index): is the water quality index calculated for each parameter
Cp: Saturated DO%
BPi. BPi+1. qi. qi+1 are the values corresponding to the level i, i+1 

Table 2 (Continue)

No. Parameter Method of analyzing / measuring
7 Nitrate (N-NO3

-) SMEWW 4500-NO3
--E:2017

8 Phosphate (P-PO4
3-), SMEWW 4500-P.E:2017

9 Coliform TCVN 6187-2:1996
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Calculating WQIpH: 
If pH < 5.5 or pH > 9, WQIpH = 10.
If 5.5 < pH < 6, using Equation 2 to calculate WQIpH 
If 6 ≤ pH ≤ 8.5, WQIpH = 100
If 8.5 < pH < 9, using Equation 1 to calculate WQIpH 
After calculating WQI for each of the above parameters, the WQI calculation is applied 

according to the following Equation 3:

   [3]

where WQIa: The value of WQI has been calculated for six parameters: DO, BOD5, COD, 
N-NO3

-, N-NH4
+, P-PO4

3-; WQIb: WQI value calculated for Total Coliform; WQIpH: WQI 
has calculated for pH coefficient.

Table 3 displays the water quality rating based on Water Quality Index ranges and 
recommendations for surface water usage.

Table 3
Water quality rating and recommendation of usage 

Water quality 
Index Range

Water Quality 
Rating Color Intended use

91-100 Excellent Good for water supply

76-90 Good For water supply but requires 
appropriate treatment measures

51-75 Medium For irrigation and other similar 
purposes

26-50 Poor For water transport and
other similar purposes

10-25 Polluted Water is heavily polluted
and requires future treatment

<10 Serious polluted Water is poisoned and requires 
treatment

Note. From “Decision 1460/QD-TCMT on promulgating technical guidelines for calculation and Vietnam 

water quality index (VN_WQI)” by Vietnam Environment Administration, 2019

Assessment of Wastewater Quality of Pangasius Catfish Ponds

Two fish farms raising pangasius catfish were selected in Chau Phu district, An Giang 
province. Aquaculture wastewater was sampled in the pangasius catfish ponds of these 
two fish farms and analyzed parameters of SS, COD, BOD5, N-NH4

+, Total N, and Total P. 
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There are two growth stages of the pangasius catfish. In the first three months of the 
farming season, food must be ensured to have a protein content of 25–28%. In the fourth 
month until harvest, the protein content of the feed is reduced to 18–22%. Therefore, the 
study collected wastewater samples in two stages in two fish farms: 

Stage 1: Wastewater was sampled in pangasius catfish ponds of Fish Farm 1 in the 
first three months of the farming season. Fish Farm 1 has a pond water surface area of   
12,500 m2 2 m deep water level. Farmers used homemade food combined with industrial 
feed with a 25–28% protein content. Wastewater was changed periodically every three 
days and discharged 10% of the water in the pond with a flow of 2,500 m3/day and night.

Stage 2: Wastewater was sampled in pangasius catfish ponds of Fish Farm 2 in the 
fourth month until the harvest: Fish Farm 2 has a pond water surface area of   8,000 m2, 2 m 
deep of water level. Farmers fully used industrial pellets with a protein content of 18–22%. 
Wastewater was changed every three days and discharged 30% of the water in the pond 
with a flow of 4,800 m3/day and night.

Selection of Native Aquatic Plants

In the areas affected by wastewater from two selected fish farms in Chau Phu district, a 
survey was conducted to identify native aquatic plant species and determine the density 
of aquatic plants. Identification of plant species was based on An Illustrated Flora of 
Vietnam parts I, II, II (Ho, 1999a, 1999b, 1999c) and Common weeds in Vietnam (Koo 
et al., 2000). Floating aquatic plants were collected from the wastewater discharge area 
of the fishponds. The Quadrat method (Dan et al., 2012; Rastogi, 1999) was applied to 
determine the density of aquatic plants in the study site. The area of each quadrat was 1 
m2 (1 m x 1m). Five transects were laid in the study site. In each transect, four quadrats 
were laid from the riverbank to determine the frequency of species occurrence (%). All 
aquatic plants presented in the quadrant were recorded. The frequency of occurrence and 
density was defined by Equations 4 and 5. 

Frequency of occurrence (%):

       [4]

Where: Fi: Frequency of occurrence of species i (%); a: Number quadrats with the species 
i; b: Total number of quadrats studied

Density (plants/m2): 

        [5]

Where: Di: Density of species i; ni: Total number of plants of species i; N: Total number 
of quadrats studied
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Design of Experiment

The study was carried out at two selected fish farms in Chau Phu district, An Giang province. 
The experiment had three main parts: wastewater tank, wastewater, and floating aquatic 
plants. The wastewater tank was surrounded by bamboo poles and had a waterproof rubber 
lining with dimensions of 1.5 m x 1.5 m x 1 m. The depth of water level for planting plants 
was 0.8 m. So, the total water storage volume is 1.8 m3 (1.5 m x 1.5 m x 0.8 m). Floating 
aquatic plants were collected at the wastewater discharge area according to the survey 
density. Water hyacinth plants in the experiment had a length of 20 cm and 4–5 leaves. 
Their roots were cut, and their damaged stems and leaves were removed. Water hyacinth 
plants were put in clean water for seven days before the experiment (Loc, 2015). 

Morning glory plants and climbing dayflowers in the experiment were young, immature, 
healthy, and uniform in color with a height of 20 cm and were washed with distilled water 
before the experiment (Khoi et al., 2012). The frame of the aquatic floating raft was made of 
D90mm PVC pipe, the length and width of the raft were 1 m x 1 m, and the net supporting 
the aquatic plants in groups was a polyethylene net with meshes of 2 cm. Wastewater was 
collected at the wastewater discharge pipe of two fishponds in the selected fish farms above 
for each stage. Aquatic plants were arranged in floating rafts with a distance between plants 
of 30 cm and a distance between rows of 30 cm across the wastewater tank. According to 
the test in practice, this distance was the appropriate distance for arrangement and suitable 
for the size of the plants. In each floating raft, there were three types of plants, including 
nine groups of plants with 2–3 types of plants per group. The density of plants was arranged 
in the rafts according to the actual density investigated in the survey area. Then the rafts 
were fixed with ropes in the wastewater tank. 

Figure 2 displays the wastewater tank and floating raft, and Figure 3 displays the 
design of the experiment.

Figure 2. The wastewater tank and the floating raft of aquatic plants
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The experiment was arranged in batch form, loaded with water once, with the following 
treatments:

Treatment 1 (T1): Wastewater in the first three months of the farming season + aquatic 
flora with actual density investigated in the natural area

Treatment 2 (T2): Wastewater in the first three months of the farming season (control)
Treatment 3 (T3): Wastewater in the fourth month until harvest + aquatic flora with 

actual density investigated in the natural area
Treatment 4 (T4): Wastewater in the fourth month until harvest (control)
Each treatment was repeated thrice with a maximum retention time of 28 days. 

Wastewater was sampled after seven days, 14 days, 21 days, and 28 days with one sample 
per treatment in the morning. Water quality was evaluated through parameters such as 
SS, COD, BOD5, N-NH4

+, Total N, and Total P. The analytical results of water samples 
were compared with surface water quality parameters according to QCVN 40:2011/
BTNMT–National Technical Regulations on industrial wastewater, column A (Vietnam 
Ministry of Natural Resources and Environment, 2011). The plant growth ability in the 
wastewater treatment tank was evaluated by counting the number of branches of each plant 
at each experimental stage and measuring the length of the plant’s stem before and after 
the experiment of 28 days.

Wastewater samples were collected with a volume of 2 L in the middle of the tank 
with a depth of about 20 cm according to Vietnamese standards—TCVN 6663-1:2011. 
Wastewater samples after collection were analyzed immediately for physico-chemical 
criteria or acidified and refrigerated at 4°C if not analyzed immediately, according to 
Vietnamese standards—TCVN 6663:3:2016.

Wastewater tank Floating raft with aquatic plants

Figure 3. Design of experiment
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Microsoft Excel 2010 was used to synthesize data, and Statgraphics software to analyze 
and process data on treatment efficiency as well as statistics on the difference in treatment 
efficiency at different pollutant loads and hydraulic retention time. In this study, the removal 
percentages (%) of SS, COD, BOD5, N-NH4

+, Total N, and Total P were calculated by the 
following Equation 6 (de Vasconcelos et al., 2021):

      [6]

Where: %R is the removal percentage, CEt is the nutrient concentration in the treated 
effluent, and CEb is the nutrient concentration in the raw effluent.

RESULTS AND DISCUSSION

Surface Water Quality Assessment of Areas Affected by Aquaculture Wastewater in 
An Giang Province

The results of surface water monitoring affected by aquaculture areas in An Giang province 
in the first six months of 2021 (Tables 4 and 5) showed that 7/10 parameters at sampling 
locations, including DO, TSS, COD, BOD5, P-PO4

3-, N-NH4
+ and Coliform that exceeded 

allowable limits in the National technical regulation on surface water quality of Vietnam—
QCVN 08-MT:2015/BTNMT (column A1); pH and N-NO3

- were within the allowable 
limits. DO of surface water at the aquaculture areas ranged from 2.12–5.26 mg/L, which 
was 1.14–2.83 times lower than the allowable limits in National technical regulations at 
18/18 sampling locations. TSS of surface water at the aquaculture areas ranged from 45–112 
mg/L, which was 2.25–5.60 times higher than the allowable limits in National technical 
regulations at 18/18 sampling locations. 

COD of surface water at the aquaculture areas ranged from 14–79 mg/L, 1.40–7.90 
times higher than the allowable limits in National technical regulations at 18/18 sampling 
locations. BOD5 of surface water at the aquaculture areas ranged from 8–50 mg/L, 2–12.5 
times higher than the allowable limits in National technical regulation at 18/18 sampling 
locations. P-PO4

3- of surface water at the aquaculture areas ranged from 0–0.996 mg/L 
that were 1.21–9.96 times higher than the allowable limits in National technical regulation 
at 11/18 sampling locations. N-NH4

+ of surface water at the aquaculture areas ranged 
from 0.126–6.98 mg/L, which was 1.04–23.27 times higher than the allowable limits in 
National technical regulation at 18/18 sampling locations. Coliform of surface water at the 
aquaculture areas ranged from 1.5–110 MPN/100 mL, which was 1.72–44 times higher 
than the allowable limits in National technical regulations at 17/18 sampling locations. 
The pH of surface water in the aquaculture areas ranged from 6.63–7.51, all within the 
allowable limits according to the National Technical Regulation. N-NO3

- of surface water 
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at the aquaculture areas ranged from 0.032–0.327, all within the allowable limits according 
to the National Technical Regulation. The results of monitoring surface water affected 
by aquaculture areas in the first six months of 2021 (Tables 4 and 5) show that pond fish 
farming had higher pollution than cage and raft floating fish farming. The main reason is 
that the ponds are often more stagnant than cage and raft floating fish, and their exchange 
and water self-cleaning capacities are also more limited. Therefore, the wastewater needs 
to be treated before being discharged into the receiving source.

In An Giang, pond fish farming is the main form with high economic efficiency. It refers 
to the commercial cultivation and the rearing of fish in the enclosures as ponds for food 
production. The main cultured species of pond fish farming are pangasius conchophilus, 
tinfoil barb, mozambique tilapia, snakehead fish, and red tilapia. Most aquaculture 
wastewater from fishponds is discharged directly into rivers and canals (accounting for 
approximately 90% of farming areas) (An Giang Department of Natural Resources and 
Environment, 2020). Cage culture is an aquaculture production system with fish in floating 
net pens. The cage culture of fish utilizes existing water resources but encloses the fish in a 
cage or basket, which allows water to pass freely between the fish and the pond, permitting 
water exchange and waste removal into the surrounding water (Soltan, 2016). The main 
cultured species of cage culture are pangasius, snakehead fish, giant freshwater prawns, 
mozambique tilapia, catfish, and flounder.

 Several aquatic species are commercially produced in the Mekong delta, of which 
striped catfish (Pangasius) is the most important. There are two kinds of feed used in 
catfish farming in Viet Nam—manufactured pelleted feeds (MPF) and farm-made feeds 
(FMF). The most used ingredients in MPF are fishmeal, soybean meal, rice bran, blood 
meal, and meat and bone meal. The FMF is formulated from inexpensive, locally available 
feed ingredients, including rice bran, broken rice, fresh trash fish and/or dried trash fish, 
soybean meal, and fishmeal (Nguyen, 2013). Catfish absorb only 27–30% nitrogen, 16–30% 
phosphorus, and 25% organic matter from the feed; the rest was retained in the aquatic 
environment. This excess food affected the quality of the pond water environment and 
the growth and normal development of aquatic species, especially the rate of fish parasite 
infection (Gross, 1989). Before treatment, pond waters are tainted by fish feces, uneaten 
feed, dead fish, and related chemicals, including toxic substances and pathogens (Nguyen 
et al., 2014). 
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Figure 4 displays that the quality of surface water affected by aquaculture areas 
according to the Water Quality Index in the first six months of 2021 ranged from the level 
of pollution (water is heavily polluted, needing future treatment) to the good level (water 
could be used for domestic water supply but requires appropriate treatment measures). 
Surface water quality was suitable for water transport purposes for the monitoring period. 
Farmers need to have measures and technology to treat wastewater to meet national 
standards before discharging it to surface water sources.

Figure 4 shows that AQ5 was the most polluted site. The reason was that this was the 
site with the largest area of fishpond farming, with a large amount of wastewater discharged 
to the watercourse. Besides, water samples were collected in the Xang Vinh Tre canal, 
which has poor circulation, and low self-cleaning ability, leading to the most polluted 
water quality. The water quality at AQ6, AQ8, AQ23, and AQ25 was much better. Because 
these sites had a small area of fishpond farming compared to other sites, and the amount 
of wastewater discharged was small. Water samples were collected in the river with good 
circulation and self-cleaning ability, so the water quality was less polluted.

Figure 4. Water Quality Index of surface water
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Analytical Results of Wastewater Samples from Pangasius Catfish Fishponds
The results of the wastewater sample analysis of the two catfish ponds are shown in Table 
6. The results showed that all parameters have values exceeding the allowable standards 
according to QCVN 40:2011/BTNMT—National Technical Regulations on industrial 
wastewater, column A. That means the aquaculture wastewater of these two fish farms 
needs to be treated before being discharged into the receiving watercourse. 

Table 6
Analytical results of two fishponds at two fish farms in Chau Phu district

Location
SS COD BOD5 N-NH4

+ Total N Total P
mg/L mg/L mg/L mg/L mg/L mg/L

Treatment 1 
(Fish farm 1) 118 106 68 14.80 22.14 2.38

Treatment 2 
(Fish farm 2) 76 60 39 8.93 10.23 4.20

National Technical 
Regulations 50 75 30 5 20 4

The Density of Aquatic Plants 

Through the field survey at two wastewater discharge areas of two fish farms in Chau Phu 
district, An Giang province, three native species of floating aquatic plants have been found. 
They were Water hyacinth (Eichhornia crassipes), Morning Glory (Ipomoea aquatica) and 
Climbing Dayflower (Commelina diffusa). Figure 5 shows three native aquatic plants used 
in the study. Although there was not a great diversity of species in the two survey areas, all 
three species are valuable species in the treatment of pollutants in water, which has been 
proven through many studies (Viet & Hoang, 2004; Nguyen et al., 2020).

Water hyacinth 
(Eichhornia crassipes)

Morning glory 
(Ipomoea aquatica)

Climbing dayflower 
(Commelina diffusa)

Figure 5. Native aquatic plants used in the study
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Climbing Dayflower (Commelina Diffusa) has the characteristics of Herbaceous 
creeping, with roots at the nodes, almost hairless, with a soft stem 0.5– l.5 m long. Leaves 
are slender or oval, 2–6 cm long, 1–2 cm wide, pointed apex, and sheath with hairy 
margins. The flowers are small, blue, and 1 cm wide. Morning Glory (Ipomoea aquatica) 
is a semi-aquatic tropical plant, a leafy vegetable with a crawling stem on land or in 
water. Stems are hollow, thick, eye-rooted, usually hairless in the hot season, and hairy in 
the cold. Leaves are triangular, pointed, sometimes narrow, and long. Flowers are large, 
white, or purple-pink, light purple flower tubes, and 1–2 flowers on a stalk. Water hyacinth 
(Eichhornia crassipes) is an aquatic herbaceous floating in the water, growing about 30 
cm high with round, green, smooth, and smooth leaves and long and narrow arched veins. 
Leaves entwined like petals. The petiole expands like a porous bubble to help the plant float 
on the water. The three sepals are like three petals. Water hyacinth roots look like black 
feathers falling into the water, up to 1 m long. Water hyacinth reproduces very quickly, so 
it is easy to clog ponds, lakes, and canals (Ho, 1999a, 1999b, 1999c).

The Quadrat method is applied to determine the density of aquatic plants in the survey 
areas (Dan et al., 2012; Rastogi, 1999). According to the calculation Equations 4 and 5, 
the frequency of occurrence and density of aquatic plants at each survey area are shown 
in Table 7.

Table 7
Frequency of occurrence of aquatic plants in the survey areas 

Area Aquatic plants Frequency of 
occurrence (%)

Density 
(plants/m2)

Area of 
fish farm 1

Water Hyacinth (Eichhornia crassipes) 90 13
Morning Glory Plants (Ipomoea aquatica) 85 10
Climbing dayflower (Commelina diffusa) 80 8

Area of
 fish farm 2

Water Hyacinth (Eichhornia crassipes) 100 15
Morning Glory Plants (Ipomoea aquatica) 30 1
Climbing dayflower (Commelina diffusa) 45 8

The growth ability of water hyacinth, morning glory, and climbing dayflower was 
shown by the increased number of plants and the stem length during the experiment. From 
Table 8, the length of the stem and the number of water hyacinths in T1 change from 20 
cm to 32 cm and from 13 to 62, respectively. The stem length and the number of morning 
glory plants in T1 change from 20 cm to 28 cm and from 10 to 43, respectively. The stem 
length and the number of climbing dayflowers in T1 change from 20 cm to 36 cm and 
15 to 71, respectively. The length of the stem and the number of water hyacinths in T2 
change from 20 cm to 36 cm and from 15 to 71, respectively. The length of the stem and 
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the number of morning glory Plants in T2 change from 20 cm to 32 cm and from 1 to 5, 
respectively. The length of the stem and the number of climbing dayflowers in T2 change 
from 20 cm to 28 cm and from 8 to 49, respectively. The results showed that, in general, 
the aquatic plants, including water hyacinth (Eichhornia crassipes), morning glory plants 
(Ipomoea aquatica), and climbing dayflower (Commelina diffusa), grow and develop 
well in the aquaculture wastewater. The optimum growth rate of water hyacinth greatly 
affects wastewater purification efficiency in a continuous system, and nutrient removal was 
successfully achieved (Rezania et al., 2016). Regarding removal mechanisms, the removal 
of nitrogen and phosphorus by water hyacinth primarily depended on plant adsorption 
(Bin et al., 2018).  

Table 8
Length of aquatic plants before and after the experiment

Treatment Aquatic plant Plant morphology Before the 
experiment

End of 
experiment

T1

Water hyacinth 
(Eichhornia 
crassipes)

Length of the stem (cm) 20 32
The number of plants 13 62

Number of dead plants 13

Morning Plory 
plants (Ipomoea 

aquatica)

Length of the stem (cm) 20 28
The number of plants 10 43

Number of dead plants 3
Climbing 
dayflower 

(Commelina 
diffusa)

Length of the stem (cm) 20 30
The number of plants 8 27

Number of dead plants 4

T3

Water hyacinth 
(Eichhornia 
crassipes)

Length of stem (cm) 20 36
The number of plants 15 71

Number of dead plants 15

Morning Glory 
plants (Ipomoea 

aquatica)

Length of the stem (cm) 20 32
The number of plants 1 5

Number of dead plants 0

Climbing 
dayflower 

(Commelina 
diffusa)

Length of the stem (cm) 20 28
The number of plants 8 49 

Number of dead plants 0
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The experimental results in Table 8 show that after 28 days of the experiment, there 
were 13 dead plants of water hyacinth, three dead plants of morning glory, and four dead 
plants of climbing dayflower in tank T1. There were only 15 plants of water hyacinth, no 
dead plants of morning glory, and a climbing dayflower in tank T3. Some plants of water 
hyacinths died in tank T1 and tank T3, possibly due to the competition for nutrients between 
species at the end of the experiment and the growth cycle of the plants. There were dead 
plants of morning glory and climbing glory in tank T1 in the first phase of the experiment, 
possibly because the plants had not yet adapted to the new environment.

The Efficiency of Floating Raft of Native Aquatic Plants on Aquaculture 
Wastewater Improvement 

Variation of Suspended Solids (SS). Figure 6 shows that the concentration of SS in the 
wastewater in the experimental tanks decreased sharply during the first three months of 
farming and in the fourth month until harvest. The concentration of SS in the treatment 
T1 and treatment T2 met the standards for seven days when compared with the National 
technical regulation on industrial wastewater of Vietnam. During the first three months of 
the farming, SS removal efficiency was 92.6% in the tanks treated by plants and 83% in the 
control tanks until the day of 28. In the fourth month until harvest, SS removal efficiency 
reached 92.7% in the tank-treated plants and 82.8% in the control tank until day 28. 

Figure 6. Variation of suspended solids (SS)

Variation of Chemical Oxygen Demand (COD). Figure 7 shows that the concentration 
of COD in the wastewater in the experimental tanks decreased sharply during the first 
three months of farming and in the fourth month until harvest. The concentration of SS in 
the treatment T1 and treatment T2 met the standards for seven days when compared with 
National technical regulations. During the first 3three months of the farming, COD removal 
efficiency was 89.6% in the tanks treated by plants and 78.7% in the control tanks until 
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the day of 28. In the fourth month until harvest, COD removal efficiency reached 89.9% 
in the tank-treated plants and 78.3% in the control tank until day 28. 

Figure 7. Variation of chemical oxygen demand (COD)

Variation of Biological Oxygen Demand (BOD5). Figure 8 shows that the concentration 
of BOD5 in the wastewater in the experimental tanks decreased sharply during the first three 
months of the farming and in the fourth month until harvest. The BOD5 in the treatment 
T1 and treatment T2 met the standards for seven days compared to National technical 
regulations. During the first three months of the farming, the BOD5 removal efficiency was 
93.9% in the tanks treated by plants and 82.5% in the control tanks until the day of 28. In 
the fourth month until harvest, SS removal efficiency reached 91.5% in the tank-treated 
plants and 79.7% in the control tank until day 28. 

Figure 8. Variation of Biological oxygen demand (BOD5)
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Variation of Ammonium (N-NH4
+). Figure 9 shows that the concentration of N-NH4

+ in 
the wastewater in the experimental tanks decreased sharply during the first three months 
of the farming and in the fourth month until harvest. The concentration of N-NH4

+ in the 
treatment T1 and treatment T2 met the standards for seven days compared with National 
technical. During the first three months of the farming, the N-NH4

+ removal efficiency was 
93.4% in the tanks treated by plants and 69.4% in the control tanks until the day of 28. 
In the fourth month until harvest, N-NH4

+ removal efficiency reached 93.6% in the tank-
treated plants and 69.5%; in the control tank until day 28.

Figure 9. Variation of Ammonium (N-NH4
+)

Variation of Total Nitrogen. Figure 10 shows that the concentration of Total Nitrogen in 
the wastewater in the experimental tanks decreased sharply during the first three months of 
farming and in the fourth month until harvest. The concentration of SS in the treatment T1 
and treatment T2 met the standards for seven days when compared with National technical 
regulations. During the first three months of the farming, Total Nitrogen removal efficiency 
was 64.3% in the tanks treated by plants and 34.8% in the control tanks until the day of 28. 
In the fourth month until harvest, TN removal efficiency reached 67.8% in the tank-treated 
plants and 32.8% in the control tank until day 28. 
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Figure 10. Variation of Total Nitrogen (TN)

Variation of Total Phosphorus. Figure 11 shows that the concentration of TP in the 
wastewater in the experimental tanks decreased sharply during the first three months of 
farming and in the fourth month until harvest. The concentration of SS in the treatment T1 
and treatment T2 met the standards for seven days when compared with National technical 
regulations. During the first three months of the farming, TP removal efficiency was 94.6% 
in the tanks treated by plants and 33.5% in the control tanks until the day of 28. In the 
fourth month until harvest, TP removal efficiency reached 94% in the tank-treated plants 
and 35.3% in the control tank until day 28. 

Figure 11. Variation of Total Phosphorus (TP)

In general, using a floating raft of native aquatic plants in the wastewater discharged 
area to treat aquaculture wastewater is effective. Water Hyacinth (Eichhornia crassipes), 
Morning Glory Plants (Ipomoea aquatica), and Climbing dayflower (Commelina diffusa) 
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have strong absorption capacity for nutrients and quickly remove pollutant components 
in aquaculture wastewater. The quality of wastewater after treatment was significantly 
improved. 

After 28 days of the experiment, the treatment efficiency of SS was 92.6%, COD 
was 89.6%, BOD5 was 93.9%, N-NH4

+ was 93.4%, TN was 64.3%, TP reached 94.6% 
in the T1, and the treatment efficiency of SS was 92.7%, COD was 89.9%, BOD5 was 
91.5%, N-NH4

+ was 93.6%, TN was 67.8%, TP was 94% in the T3. In order to ensure that 
aquaculture wastewater meets the standards of National Technical Regulation on industrial 
wastewater before being discharged to the receiving source with the most optimal time for 
fish farms, the hydraulic retention time in the wastewater treatment tank must be seven 
days in both stages.

Water hyacinth, morning glory plants, and climbing dayflowers used in the study are 
common plants in the Mekong Delta, with diverse uses. Utilizing biomass of these plants 
after wastewater treatment brings economic value and can increase income for farmers. 
Morning glory plants and climbing dayflowers can be used as human food in Vietnam. The 
current price of morning glory plants in Vietnam is about 30,000–40,000 VND/kg. Climbing 
dayflower is also a medicinal herb that is used in the treatment of many different diseases 
in humans. All plants can be used as animal feed for poultry and livestock. Water hyacinth 
is used to make handicraft products. The price of dried water hyacinth on the Vietnamese 
market currently ranges from 20,000–30,000 VND/kg. In addition, much previous research 
showed that aquatic plants can be used for bioenergy production and organic fertilizer. By 
integrating the growth of aquatic plants in a water recycling system to produce biomass, 
power can be produced from that biomass (Fedler et al., 2007). Water hyacinth is a more 
promising aquatic plant biomass for bioenergy production (Fedler & Duan, 2011). Farmers 
in the Mekong Delta can apply water hyacinth and rice straw as additional feeding material 
for biogas digester in case of pig manure shortage (Ngan et al., 2012; Nam et al., 2017). 
Silaging and composting water hyacinth plants generated from ponds treating pig farm 
wastewater were technically and economically feasible to implement at farm scale levels 
(Polprasert et al., 1994). The study by Vidya and Girish (2014) signified using Water 
Hyacinth (Eichhornia crassipes) as the organic manure. Water Hyacinth can be brought to 
make compost, mulch, and clean the sewage. The study by Trang et al. (2018) showed that 
the water hyacinth was suitable for testing the production of microbial organic fertilizers.

Wastewater treatment using aquatic plants does not require much initial construction 
cost compared to conventional treatment systems, does not require complicated and 
expensive machinery and equipment, has low operating and maintenance costs, and is easy 
to manage. Aquatic plants are widely distributed throughout the Mekong Delta. They are 
easy to collect in many places of the natural environment as riversides, canals, and ponds, 
which do not cost much for starting materials. After treatment, the biomass of aquatic 
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plants can be used for many different purposes, bringing economic value. Wastewater 
treatment by aquatic plants is suitable in rural conditions. The development of vegetation 
has contributed to bringing landscape value.

CONCLUSION

Surface water quality affected by aquaculture areas in An Giang province did not meet the 
standards according to QCVN 08-MT: 2015/BTNMT - National technical regulation on 
surface water quality. The DO content was lower than the allowable standards, and surface 
water was polluted mainly by suspended solids, organic matter (COD, BOD), nutrients (N, 
P), and micro-organisms. Using a floating raft of native aquatic plants, including Water 
hyacinth (Eichhornia crassipes), Morning glory plants (Ipomoea aquatica), and Climbing 
dayflower (Commelina diffusa) for aquaculture wastewater treatment can improve the 
wastewater quality. These three species grow and develop well in aquaculture wastewater. 
After the experiment of 28 days, the removal percentages of SS, COD, BOD5, N-NH4

+, 
Total N, and Total P were 92.6%, 89.6%, 93.9%, 93.4%, 64.3%, 94.6%, respectively, in 
the first three months of the farming season. The removal percentages after 28 days of SS, 
COD, BOD5, N-NH4

+, Total N, and Total P were 92.7%, 89.9%, 91.5%, 93.6%, 67.8%, 
94%, respectively, in the fourth month until fish harvest. In order to ensure that the outlet 
wastewater meets the national standards on industrial wastewater before being discharged 
into the receiving water source, the most optimal retention time in the wastewater treatment 
tank is seven days for two stages.
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ABSTRACT

Excessive feature dimensions impact the effectiveness of machine learning, computationally 
expensive and the analysis of feature correlations in the engineering area. This paper uses 
the colour descriptor to get the most optimal feature to improve time consumption and 
efficiency. This study investigated Ficus carica L. (figs) with three classification stages. 
The ripening classification of fig was examined using colour features descriptor with two 
different colour models, RGB and HSV. In addition, the machine learning classification 
model based on Artificial Neural Network (ANN) that utilised the Feed-Forward Neural 
Network (FFNN) model to classify the ripeness of fig is considered in this characterisation. 
Five different numbers of binning were characterised for RGB and HSV. Both colour 

feature descriptors were compared in terms 
of accuracy, sensitivity, precision, and time 
consumption to identify the dimension of 
the optimal feature. Based on the result, 
reducing the size of images will improve 
the time consumption with comparable 
accuracy. Moreover, the reduction of 
features dimension cannot be too small 
or too big due to inequitable enough to 
differentiate the ripeness stages and lead to 
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a false error state. The optimal features dimension in binning for RGB was 8 (R/G/B) bins 
with 96.7% accuracy. Meanwhile, 96.7% accuracy for HSV at 15, 5, and 5 (H, S, V) bins 
as optimal colour features.

Keywords: ANN, colour descriptor, colour features, FFNN, fig, histogram, HSV, RGB, ripening 

INTRODUCTION

Ficus carica L. (fig) is a fruit from the family of Moraceae, native to western Asia and 
the Mediterranean. Fig is also well-known for its benefit that cannot be denied. This fruit 
contains a high source of minerals, vitamins and fibre that are always used as dietary fibre 
as they are free from cholesterol and fat and contain many amino acids (Baigvand et al., 
2015). Figs have a variety of families, such as Brown Turkey, Super Red Hybrid (SRH), 
Chicago Hardy, and Celeste. This kind of fig family will change its colour from green 
to brown or purple as the fruits ripen. In the other case, figs like Kadota, LSU Gold and 
Champagne have a green or yellow colour even though the figs are already mature. 

Similar to other fruits, figs also undergo a ripening stage that could be categorised 
as climacteric fruit (Marei & Crane, 1971). It shows increased acidity level, ethylene 
production and respiratory response after harvesting (Marei & Crane, 1971). Furthermore, 
the significant changes during fruit ripening are becoming soft and the colour changes to 
less green (Skolik et al., 2019). Normally, a fig undergoes three ripening stages (Figure 
1). In stage 1, fruits rapidly grow. While in stage 2, the figs will remain almost the same 
size, firmness, and colour. The last stage is stage 3, where the size of figs will grow to its 
maximum size while colour and texture change into an edible state (Freiman et al., 2015). 
According to Hssaini et al. (2019), the colour parameter exhibits an important variable in 
classification. More than 95% of their sample shows figs varying from green or yellow 
to purple. 

Figure 1. Ripening stage for figs based on colour changes
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This study introduces a classification ripening stage of figs using image processing 
where the colour histogram approach is a colour descriptor based on RGB and HSV 
colour space. Images are the most basic way of physical prediction of the quality of fruits 
representing the conception of the human brain and are considered one of the fundamental 
steps for image improvement. Outside appearance can easily affect physical factors, 
including an inconsistent evaluation result. For example, the fruit’s price was determined 
by the internal and external quality of the fruits or depending on the tag “best-if-used-before 
date.” It could be why quality assessment of the fruits is a continuous task. Therefore, 
colour features have the potential to replace the conventional method of accessing quality 
parameters such as the ripeness of the fruits, as theoretically, the colour was obvious 
between the stages of ripeness (unripe, ripe, and overripe). Fast processing and low cost 
could be the main advantage of colour in the future (Taghizadeh et al., 2011). 

RGB stand for red (R), green (G) and blue (B) channels in colour space, as shown in 
Figure 2. Combining these three channels will produce a resultant colour of the fruit (El 
Abbadi & San, 2013). The colour of the image can be obtained by adjusting the range 
between 0 to 255 (Pérez-rodríguez & Gómez-garcía, 2019). If all the channels demonstrated 
a pixel value at 0, the pure black colour would be shown, while the pixel value at 255 
would represent all-white. HSV will provide a hue (colour depth or pure colour), saturation 
(amount of grey or purity colour) and value (colour brightness) in a colour space (Bargshady 
et al., 2020), as shown in Figure 2. Hue has a range of 0 to 360, and specific colours can 
be obtained by simply adjusting the Hue range. On the other hand, saturation shows a 
value from 0 to 100%, which refers to the purity of the colour. Value also takes the range 
from 0 to 100%, which refers to the brightness of the colour, where 0 is completely black, 
and 100 is the brightest and reveals the most colour (Hamuda et al., 2017). By combining 
these three parameters, a more specific colour can be obtained, for example, human skin 
tone or fruit skin colour (Hamuda et al., 2017). 

RGB and HSV colour space can be classified using the histogram approach into specific 
bins that organise a group of data into a particular range (Hamdani et al., 2021) and be 
interpreted into a graph. For example, RGB colour space has a 256-intensity value and 
was binned into 4, 8, 16 and 32 according to a suitable value for the studies. For HSV, each 
channel for hue, saturation and value also can be grouped into a specific number of bins, 
such as 15 x 5 x 5 (Hue x Saturation x Value) or other binning values depending on the 
cases. This method helps a better resolution without losing any information and increases 
the number of accuracies (Bargshady et al., 2020; Hamdani et al., 2021). This study reported 
the ideal number of feature dimensions in bins colour histograms using a machine learning 
(ML) approach and handcrafted features based on RGB and HSV colour space. 

Nowadays, image processing and machine learning (ML) are extensively used in 
agriculture as an essential approach corresponding to human vision in safely classifying 
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the ripeness of fruits without destroying the shape and appearance of the fruits (Ortac et 
al., 2016). That could be why image processing and ML have picked the curiosity among 
research and become a trend nowadays. There is a variety of ML models that have been 
used widely in fruit classification, such as Artificial Neural Networks (ANN), Convolutional 
Neural Networks (CNN), k-Nearest Neighbour (k-NN), and Support Vector Machine (SVM) 
(Behera et al., 2020). All these methods depend on the characteristics and specifications 
of the researcher according to their studies. This type of algorithm data chosen depends 
on the data the researcher wants to classify. 

Figure 2. a) RGB and b) HSV colour feature descriptor model (Popov et al., 2018)

For the past few years, colour features and ML have been widely used in the agricultural 
industry to determine the ripening stage of fruits. Various fruits are used to evaluate the 
ripeness stage, such as apples, bananas, figs, grapes, lime, mango, oil palm, orange, papaya, 
peach, pineapple, strawberry, and sweet potatoes. According to previous researchers, the 
apple is one of the most popular fruits (Bratu et al., 2021; Tang et al., 2018; Song et al., 
2020) and followed by of banana (Nguyen-Do-Trong et al., 2018; Zulkifli et al., 2019; Pu 
et al., 2019), orange (Li et al., 2016; Fermo et al., 2021; Bhosale, 2017) and peach (Yang et 
al., 2020; Minas et al., 2021). The least fruit was figs (Yijing et al., 2021; Bahar & Lichter, 
2018), grapes (Cavallo et al., 2019), limes (Teerachaichayut & Ho, 2017), mango (Khalid 
et al., 2018), oil palm (Ali et al., 2020) and watermelon (Mohd et al., 2017). It would be the 
reason to discuss figs’ ripeness classification; to the author’s knowledge, only a few papers 
have discussed image processing on figs. Hssaini et al. (2019) are one of the researchers 
that investigated and considered taking figs as a study sample. 

They used pomological and colourimetric traits derived from CIE measurement to 
characterise the type of figs based on qualitative and quantitative methods. As a result, 
ANN was used to classify the ripeness of fig fruit by using colour descriptors in this paper 
at three stages (unripe, ripe, and overripe). Besides, the research has only been done on 
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colour features such as RGB. Considering different colour spaces using the colour histogram 
method could give an advantage in the figs gap of study.   According to (Ikmal et al., 2021), 
no comprehensive work has been performed to utilise image analysis of figs to classify 
the various ripening stages using ANN. Therefore, the ideal colour features descriptor has 
been investigated in this paper using a similar suggested architecture of the ANN model 
to classify the ripening stage of figs.

RELATED WORK

Nowadays, the ripeness classification of fruits using image processing and ML is currently 
being developed continuously in agriculture. Effective data for image perception, 
interpretation, and object classification are extracted as a feature. Colour, texture, shape and 
morphological features are widely utilised to evaluate fruit defects and ripeness (Bhargava 
& Bansal, 2021). In a previous study, more than one feature extraction had been used. The 
most used were colour (Song et al., 2020; Nguyen-Do-Trong et al., 2018; Bahar & Lichter, 
2018; Cavallo et al., 2019; Khalid et al., 2018; Nugroho et al., 2021; Sanchez et al., 2020; 
Munera et al., 2018; Manthou et al., 2020) texture (Nguyen-Do-Trong et al., 2018; Nugroho 
et al., 2021; Sanchez et al., 2020; Munera et al., 2018; Manthou et al., 2020), and size 
(Nugroho et al., 2021). Colour and texture were frequently and normally combined to get 
a better accuracy result (Septiarini et al., 2021). For example, Kangune et al. (2019) extract 
colour and texture to estimate grape ripeness using several neural networks models such 
as ANN, SVM and k-NN that give an excellent accuracy result. According to Fatima & 
Seshashayee (2022), the combination of features provides a better accuracy result where a 
multiple feature extraction method and extraction method at different ML model has been 
investigated in their study. Colour features can be extracted using RGB and HSV with the 
histogram binning method, as suggested by Hamdani et al. (2021). Both colour models 
have been tested and discussed in this paper. 

Lately, several studies in ripeness classification have applied machine learning by 
Rady et al. (2017), which uses colour as a feature descriptor to detect the ripeness stages 
of the fruits. The Colour histogram approach (Hamdani et al., 2021) is based on RGB 
(Pérez-rodríguez & Gómez-garcía, 2019) and HSV (Bargshady et al., 2020; Hamuda et al., 
2017) colour model had widely been used as image features to characterise and classify the 
fruits according to ripeness stages. Several studies would convert the RGB descriptor to 
another colour descriptor (i.e., HSV, HSL, and HSI). The combination of RGB and HSV 
also was often used in several studies to reach a better performance with higher frequency, 
as proposed by El Abbadi & San (2013). Therefore, the histogram binning approach used 
for both RGB and HSV descriptors has been discussed in this paper. 

Several researchers used neural networks and machine learning to predict and classify 
fruits and vegetables. A study by Cho and Koseki (2021) proposed a deep learning method 
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using the ANN model to determine the quality of bananas using image processing during 
the ripening stages. Prediction of the internal qualities of the banana was determined 
using different colour features such as HSV, luminance and chrominance extracted from 
RGB using the ANN model. Septiarini et al. (2021) developed a neural network model to 
classify oil palms based on colour and texture features using the ANN model to specify the 
maturity level. ANN with a back-propagation algorithm was applied in the classification 
process to obtain the prediction class. Worasawate et al. (2022) used ANN based on an ML 
classifier of feed-forward artificial neural network (FFNN) with a mean accuracy of 89.6% 
for classifying the ripeness stages of mangoes into three stages: unripe, ripe, and overripe. 
They used only colour features by evaluating different classifiers. Besides, a study from 
Magabilin et al. (2022) assesses multiple existing CNN models (MobileNetV2, VGG19 
and Inception V3) to get the ideal model for classifying the Philippine Guyabano fruits 
based on colour features. After all, most researchers used colour features to assess the 
quality of fruits, especially in ripeness classification at different types of neural networks. 
It could be the reason that corresponds to this study’s specific objective to find the ideal 
colour histogram binning either in RGB or HSV colour. 

This paper compared and discussed the relationship between colour features and neural 
networks to classify the ripeness of figs according to the prediction class with a suitable 
number of feature dimensions in bins. The performance for each bin will be evaluated in 
terms of accuracy and classification performance. The procedure of this investigation will 
be explained more in methodology.

METHODOLOGY
In this paper, colour features have been investigated and discussed to classify the ripeness 
of the figs. The general procedure of this study is shown in Figure 3, where the raw image 
of 30 figs was taken from six different angles (Ikmal et al., 2021). Then, each image 
undergoes a pre-processing stage where the resizing happens. It is based on the trade-off 
between processing time and the size of images at the initial classification stage in machine 
learning (ML). 

Subsequently, the colour feature of the image will be extracted by using RGB and 
HSV colour space as colour descriptor characterisation. Each RGB and HSV descriptor 
will employ the colour histogram method for each channel into a dedicated number of 
bins. The features dimension will be reduced to five different numbers in a set of bins for 
both RGB and HSV to conclude the best colour descriptor to be used in this study, and the 
performance will be discussed in this paper. Artificial Neural Network (ANN) was used as 
a handcrafted feature in these studies to predict the ripening stage. The number of features 
dimension was investigated to achieve a better computational time with a great classification 
performance. Lastly, extracted features will undergo classification performance evaluation, 
such as accuracy, sensitivity, and precision.
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Experimental Data Preparation

The dataset of this study was derived from the figs’ skin colour to classify the ripeness. The 
image acquisition techniques for figs images were taken in a small studio setup by Ikmal 
et al. (2021), using a smart mobile phone stand to maintain the same distance as the fruits. 
The backgrounds are white with bright light to perform a better-quality image to prevent 
any unforeseen occurrence or wall texture from disturbing the images. Initially, 30 sets of 
figs with the same type of fig family, which is Super Red Hybrid (SRH), were collected 
from a fig farm and classified according to three-stage (10 for stage 1, 10 for stage 2 and 
10 for stage 3) of figs ripeness (unripe, ripe, and overripe) by the expert. Then, each fig was 
photographed at six different angles (left, right, top, bottom, back and front) (Figure 4). As a 
result, 180 (30 x 6) images with 4000 x 3000 pixels are acquired to extract colour features.

Figure 3. The process of ripeness classification using colour features for figs
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Next, each of the images has been resized into five different sizes, which are default size 
4000 x 3000), reducing to 50% (1500 x 2000), 80% (600 x 800), 90% (300 x 400) and 
98% (60 x 80) size for RGB and HSV colour descriptor. The biggest size will be 4000 x 
3000 or default, while the smallest one will be 60 x 80. These different sizes will be used 
to investigate the time consumed even though, and theoretically, the bigger image size 
will consume more time. This result will help for further investigation of colour descriptor 
performance. Lastly, two different sizes (default and smallest) will be evaluated in terms 
of accuracy, sensitivity, and precision. 

Feature Extraction

The main objective of this paper is to classify the ripeness of the figs using colour features 
that act as a good descriptor (Hamdani et al., 2021). The image of each fig has been extracted 
using RGB and HSV colour descriptors using the colour histogram method. Five different 
numbers of bins were tested for each colour model (RGB and HSV). 

RGB 

RGB colour model involves three channels: Red, Green and Blue. RGB consists of 256 
levels, and each colour channel will be histogrammed into several bins (4, 8, 16, 32 and 
64) (Figure 4). For example, if the number of bins is 8, then about 32 levels of intensity 
will be grouped into one bin. Then, the number of features will be binned according to a 
specific range to become one dimension (1D) feature vector that concatenates six features 
from each fruit angle (Figure 4). The total features vector (γ) for eight bins will be 144 
dimensions have been extracted as this number can be obtained from Equation 1:

, =3 (1)

where γ is the total feature vector, ‘a’ is the number of bins, ‘b’ is the number of channels 
is three represents each red, green and blue channel. Every fig fruit undergoes six angle 
images that had been taken, which represent ‘c.’ The value of α is the total dimension from 
each angle of fruits which is the total of (a x b) (Figure 4). 

HSV 

Similar to RGB, different numbers of histogram bins will also be tested in the HSV colour 
model. HSV consist of three channels: hue (H), saturation (S), and value (V). These channels 
can be converted from RGB (Hamdani et al., 2021) by using Equations 2 to 5:

(2)
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(3)

(4)

(5)

Some five different combinations of bins for each channel had been tested for HSV. 
The combinations are (13, 3 and 3), (14, 3 and 3), (15, 5 and 5), (16, 4 and 4) and (17, 
6 and 6). Then, these features were reshaped into 1D with a total value (H x S x V). For 
example, if the value of the bin is 16, 4 and 4 for the H, S and V, respectively. Then the 
total value (α) becomes 256. Since the total image angle for each fig fruit is 6, the features 
vector was concatenated as shown in Figure 4, similar to RGB.

The total dataset of the feature vector is 30 x γ, and every value of the features vector 
will be labelled according to ripeness level (phases 1, 2 or 3).  

Figure 4. Example of 30 sets of figs extracted using colour features



Pertanika J. Sci. & Technol. 31 (2): 759 - 780 (2023)768

Iylia Adhwa Mazni, Samsul Setumin, Mohamed Syazwan Osman,
Muhammad Khusairi Osman and Mohd Subri Tahir

Artificial Neural Network (ANN)

ANN classification model was used in this paper to predict and classify the ripeness stage 
based on colour features extracted from the fig fruit images. Based on the classification 
or pattern recognition technique, identifying in the context of ripening fruit stages was 
implemented by using Feed-Forward Neural Network (FFNN) model. RGB and HSV 
descriptors were trained to extract the feature from fig images. 

The structural framework of FFNN was divided into three layers: an input layer, a 
hidden layer and an output layer (Figure 5). This model’s training algorithm helps minimise 
the layer’s error, highly responsive data, fast and less complex (Rady et al., 2017).

Figure 5. Typical model of Feed-Forward Neural Network (Ikmal et al., 2021)

The number of neurons or hidden nodes used in the hidden layer was set to default 10. 
The higher number of neurons, the highest the learning improvement of FFNN to classify 
the ripeness stages was computationally expensive. The input layer was the number of 
total dimensions at the extracted features containing spectral data, and the output layer 
contained the assigned stage (stage 1, stage 2 and stage 3). The transfer function for hidden 
and output layers undergoes log-sigmoid and scale gradient back-propagation respectively 
(Rady et al., 2017). The process of training a neural network that assigns the correct target 
classes or stages with input patterns is known as pattern recognition. Once trained, the 
network can classify the pattern it has not seen before. 
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Training Methodology 

The sample of figs had been divided into three learning stages: Training, Validation and 
Testing. Training configuration had been set accordingly (Table 1). During the training 
stage, 70% of the sample is submitted to the network, which is changed based on inaccuracy. 
Then 15% of the samples are selected for validation and testing. Validation samples track 
the network generalisation and cease training when the generalisation plateaus. Hence, 
a testing sample will measure the network performance independently after the training 
phase. The number of hidden nodes was set up to 10 neurons (Ikmal et al., 2021) in this 
configuration for each RGB and HSV colour feature. 

The number of 10 neurons was chosen according to the investigation by Ikmal et al. 
(2021) with a different number of neurons.

Table 1
ANN training configuration setup

CPU AMD Ryzen 5 4600U
GPU Radeon 2.10GHz
RAM 8.00 GB

Operating system 64 bits
Processor X64-based processor

OS Windows 10
Software MATLAB R2021a

Machine learning Neural Network Pattern Recognition
Features RGB and HSV colour model

Hidden nodes 10 neurons (Ikmal et al., 2021)

Performance Evaluation Method

The descriptor of the colour features to classify the ripeness of figs was evaluated using 
sensitivity, precision and accuracy. Each number of bins used for both RGB and HSV colour 
descriptor were reported in this paper. The Machine Learning (ML) classification problem 
can be concluded using a confusion matrix. Each row and column correspond to a predicted 
and actual class that reports true positive (TP), false positive (FP), false negative (FN) 
and true negative (TN). Then, the count of the correct or incorrect data sample (training, 
validation or testing) filled up Table 2. The confusion matrix result shows the value of 
sensitivity, precision, and accuracy, as shown in Equations 6 to 11.
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  (6)

  (7)

  (8)

  (9)

      (10)

      (11)

Table 2
Example of the confusion matrix table

Actual positive (1) Actual negative (0)

Predicted Positive (1) True Positive (TP) False Positive (FP)

Predicted Negative (0) False Negative (FN) True Negative (TN)

The sensitivity, known as recall, where the positive class mattered the most compared 
to the negative, is similar to precision. Accuracy is used to evaluate the ratio of a correctly 
predicted data sample to the total data sample.

 
RESULT AND DISCUSSION

The proposed method using a colour descriptor was examined to study the relationship of 
colour features with classification performance using the ANN model. The classification 
performance of sensitivity, precision and accuracy in a percentage has been evaluated in 
this paper.

This study starts by investigating the time consumption with different sizes of images. 
The image size was resized or reshaped from a default size (3000 x 4000) to four other 
different sizes by reducing it to 50% (1500 x 2000), 80% (600 x 800), 90% (300 x 400) and 
98% (60 x 80) size for both RGB and HSV colour descriptor that had been evaluated as 
shown in Figure 6 and Figure 7. The result of time consumed demonstrated as the bigger size 
of the image, the more time consumed will be increased. It is a fact that reducing the size 
will also reduce time consumption. Nevertheless, we are interested in investigating colour 
descriptors’ accuracy and performance while the size is reducing. The other performance 
classification method was examined to align with this result.



Pertanika J. Sci. & Technol. 31 (2): 759 - 780 (2023) 771

Colour Feature Descriptors for Ficus carica L.

Two sizes of RGB and HSV were selected, the default and the smallest, to see whether 
the performance was affected in terms of accuracy and classification performance. 
Surprising, that the size did not necessarily impact the performance, as shown in Figure 
8. The average accuracy for RGB and HSV between the two sizes has a narrow gap of 
accuracy value in a percentage ranging from 93.3 to 97.6%. In addition, the HSV colour 
model has a slightly higher accuracy value, which is more accurate at 97.6%, while RGB 
is 95.6%. It proved what had been mentioned by Wu et al. (2020), where  HSV is better 
suited in colour recognition as it is very similar to human perception of distinct colour 
features if compared to RGB.

Figure 7. Time consume for different HSV image sizes

Figure 6. Time consumed for different RGB image sizes
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Figure 8. RGB and HSV average accuracy with two different image sizes

The performance classification method for the RGB colour model with two different 
sizes (default size and smallest size) was evaluated (Tables 3 and 4). The evaluation method 
was examined using several features extracted set at bins 4, 8, 16, 32 and 64, which were 
then classified using a neural network.  

Table 3
RGB sensitivity, precision and accuracy value at 3000 x 4000 image size

No. of bins.
(R/G/B)

Sensitivity (%) Precision (%) Accuracy
(%)Stage 1 Stage 2 Stage 3 Stage 1 Stage 2 Stage 3

4 83.3 100 90.9 100 70.0 100 90.0

8 100 90.9 100 90.0 100 100 96.7

16 90.9 100 100 100 90.0 100 96.7

32 83.3 100 100 100 80.0 100 93.3

64 71.4 100 71.4 100 20.0 100 86.7
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Table 4
RGB sensitivity, precision and accuracy value at 60 x 80 image size

No. of bins.
(R/G/B)

Sensitivity (%) Precision (%) Accuracy
(%)Stage 1 Stage 2 Stage 3 Stage 1 Stage 2 Stage 3

4 90.0 80.0 90.0 90.0 80.0 90.0 73.3
8 90.9 100 90.9 100 80.0 100 93.3

16 90.0 90.0 100 90.0 90.0 100 93.3
32 81.8 88.9 100 90.0 80.0 100 90.0
64 90.9 100 76.9 100 60.0 100 73.3

Sensitivity and precision were evaluated in each stage (1, 2 and 3). The value of 
sensitivity and precision is low, especially in stages 1 and 2. It is because, as mentioned 
before, the colour of stage 1 and stage 2 has a colour that is nearly the same. Nevertheless, 
the average value was quite good (Figure 9). The sensitivity, known as recall, reflects the 
ability to recognise a positive sample. The highest average sensitivity value was 97% for the 
default image size and 93.3% for the smallest image size. Meanwhile, the lowest average 
sensitivity was 80.9% for the default image size and 86.7% for the smallest image size. 
The average precision used to evaluate the classification accuracy of positive samples with 
the highest value is 96.7% for the default image size and 93.3% for the smallest size. The 
lowest value was 73.3% and 86.7% for both sizes, accordingly. The highest percentage 
obtained for sensitivity and precision was highest when the image size was 3000 x 4000 
(default size) compared to the smaller image size. Five different numbers of bins were 
investigated, and for performance evaluation, the lowest accuracy value was 86.7% at bins 
64, while 73.3% at bins 4 and 64 when the size was reduced (Tables 3 and 4). It proves bin 
4 is inequitable enough to differentiate the ripeness stages for figs, and bin 64 is too big 
that tends to have a false rate. Meanwhile, the highest accuracy values were 96.7% and 
93.3% which were used in bins 8 and 16. The result shows that bins 8 and 16 are ideal for 
colour feature descriptors in the RGB colour model.
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Figure 9. Average of sensitivity and precision in percentage for RGB colour model

The performance classification method for the HSV colour model with two different 
sizes was also evaluated (Tables 5 and 6). Similar to RGB, the value of sensitivity and 
precision in the HSV colour model was examined for each ripeness stage at two different 
sizes (default size and smallest size). Several features were extracted using five different 
sets of bins: (13, 3, 3), (14, 3, 3), (15, 5, 5), (16, 4, 4) and (17, 6, 6) also were examined. 
The average result for each stage in sensitivity and precision is illustrated in Figure 10. 
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Table 5
HSV sensitivity, precision and accuracy value at 3000 x 4000 image size

No of bins
(H, S, V)

Sensitivity (%) Precision (%) Accuracy
(%)Stage 1 Stage 2 Stage 3 Stage 1 Stage 2 Stage 3

13, 3, 3 88.9 75.0 100 80.0 90.0 90.0 86.7

14, 3, 3 100.0 83.3 100 80.0 100 100 93.3

15, 5, 5 90.9 100 100 100 90.0 100 96.7

16, 4, 4 100 76.9 100 90.0 100 80.0 90.0

17, 6, 6 100 76.9 100 70.0 100 100 90.0

Table 6
HSV sensitivity, precision and accuracy value at 60 x 80 image size

No of bins
(H, S, V)

Sensitivity (%) Precision (%) Accuracy
(%)Stage 1 Stage 2 Stage 3 Stage 1 Stage 2 Stage 3

13, 3, 3 72.7 81.8 100 80.0 90.0 80.0 83.3

14, 3, 3 90.0 90.0 100 90.0 90.0 100 93.3

15, 5, 5 100 90.9 100 90.0 100 100 96.7

16, 4, 4 90.0 81.8 100 90.0 90.0 90.0 90.0

17, 6, 6 87.5 75.0 100 70.0 90.0 100 86.7

The average sensitivity values were 97% (default size) and 93.3% (smallest size). 
Meanwhile, the lowest sensitivity was 88% (default size) and 84.8% (smallest size). Similar 
to RGB, the default image size shows a better average sensitivity and precision result than 
small image sizes. It can conclude that the default image was better without resizing as the 
number of pixels and intensity could be changed and lead to the lowest result. The lowest 
accuracy was 86.7% (default size) and 83.3% (smaller size), which were obtained from a 
set of bins (13, 3, 3) and (17, 6, 6). Having too many numbers and too small of features 
extracted would be difficult for the model to classify the differences in ripeness stage based 
upon their characteristic. The highest accuracy values were 96.75% and 93.3% for the bins 
(14, 3, 3) and (15, 5, 5). For the HSV colour model, the features extracted bins (14, 3, 3) 
and (15, 5, 5) were concluded to have a good performance.
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Figure 10. Average of sensitivity and precision in percentage for HSV colour model
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The difference between RGB and HSV can be concluded by considering the overall 
performance evaluation method, where HSV has the highest average accuracy, sensitivity 
and precision as the colour features descriptor of figs ripeness classification.

CONCLUSION

In conclusion, the classification of figs’ ripeness was examined using colour features 
descriptor for both RGB and HSV colour models. About 30 figs with six different angles 
were trained using ANN with a base of the FFNN model as a pattern recognition and 
classification model to determine the ripeness stages of figs. The reduction of features 
dimension was investigated using histogram binning with five different numbers of bins 
for both colour models. The ideal number of bins for dimension features for RGB was 8 
and 16, with an average accuracy of 96.7% and 93.3%. Meanwhile HSV colour model has 
96.7 % for HSV at the 15, 5, 5 (H, S, V) bin set. The value of sensitivity and precision also 
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had been examined throughout this study. The highest value for sensitivity was 97%, and 
precision was 96.7% for RGB (8 and 16) and HSV (15, 5, 5) bins, respectively. In addition, 
reducing the image size and feature dimension did not degrade the performance as the 
accuracy was above 90%, which also helped to reduce the time consumption. However, 
the result shows HSV has a better average accuracy result due to the sensitivity of hue, 
saturation and value in colour space. For future work, texture and colour as combination 
features would be envisaged to increase the performance of ripeness classification. Besides, 
we suggest using a different machine learning approach, such as Convolutional Neural 
Network (CNN), to distinguish the appearance in terms of ripeness stages to correspond 
colour descriptors with image features of figs. It is due to image features correlating with 
a colour descriptor, especially for figs, which are seldom discussed. 
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ABSTRACT

This research, biodiesel production from waste cooking oil (WCO), was conducted using 
a montmorillonite-sulfonated carbon catalyst from molasses. The biodiesel product would 
be blended with diesel fuel with various volume variations to see its fuel properties. 
The catalyst was assessed by Fourier-transform infrared spectroscopy (FTIR), scanning 
electron microscope (SEM), N2 adsorption-desorption isotherm, and acidity analysis 
using the titration method. The effect of the weight ratio of montmorillonite to sulfonated 
carbon was also evaluated. The process of esterification reaction was optimized using 

the response surface methodology with 
a central composite design (RSM-CCD). 
The study showed that the weight ratio 
of montmorillonite to sulfonated carbon 
of 1:3 generated the highest acidity of 
9.79 mmol/g with a prominent enhanced 
surface area and was further employed 
to optimize the esterification reaction. 
The optimum condition was obtained at a 
reaction temperature of 78.12°C, catalyst 
weight of 2.98 g, and reaction time of 
118.27 with an FFA conversion of 74.101%. 
The optimum condition for the mixture of 
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FAME and diesel fuel was achieved at the composition of the B20 blend, which met the 
FAME standard. The reusability study revealed that the catalyst had adequate stability at 
three consecutive runs, with a reduced performance was 18.60%. The reduction of FFA 
conversion was due to the leaching of the catalyst’s active site. This study disclosed that 
the FAME generated from the esterification of FFA on WCO-catalyzed montmorillonite-
sulfonated carbon had a promising option as biodiesel blends for increasing the quality 
of commercial diesel.

Keywords: Biodiesel blends, free fatty acid conversion, montmorillonite, optimization, sulfonated carbon, 

waste cooking oil 

INTRODUCTION

The demand for petroleum is rising in tandem with the economic and population expansion 
rate. Petroleum reserves are depleted due to increased oil usage in transportation and 
industry. Renewable and ecologically acceptable alternative energy is required to solve 
the energy sector’s growing issues (Sari et al., 2021; Yuliana et al., 2020). It has known 
that solar, wind, and bioenergy considerably contribute to the resources of global energy 
production and pollution reductions. Waste resources, for example, have been employed 
to make biofuels, which can play an essential part in the energy sector and greatly enhance 
the world’s socioeconomic structure (Jamil et al., 2020). Biodiesel is the potential choice 
among biofuels due to its low toxicity, biodegradable, carbon-neutral emissions with less 
sulfur, hydrocarbons, and carbon monoxide content. Biodiesel has the primary prospective 
to replace conventional diesel as a favorable alternative fuel in diesel engines (Chen et 
al., 2019).

Various raw materials for biodiesel production have been widely developed due to they 
are directly related to production costs. Generally, raw materials sourced from non-edible 
oil are much preferable to vegetable oil (Ali et al., 2018). Non-edible oil such as jatropha 
or castor oil can be used as raw material for biodiesel production. Even though those 
materials can produce biodiesel, it does not compete directly with food-grade oil and still 
requires a large plantation area, so their utilization becomes ineffective (Mazubert et al., 
2014). In the recent development of biodiesel feedstocks, the uses of oil wastes have been 
massively studied due to their numerous advantages (Chen et al., 2021). Waste cooking 
oil (WCO), palm oil waste, animal fat, and grease, as low-cost raw materials, have been 
utilized for biodiesel production (Boffito et al., 2013). Currently, a large amount of waste 
oil is specifically generated by the food processing industry, which, unfortunately, is mostly 
discharged into municipal sewer systems. This condition contributes to the pollution of 
various areas and potentially poses a hazard to ecosystems and humans (Soegiantoro et 
al., 2019). This situation indicates implications for broad opportunities to use WCO as 
biodiesel feedstock.
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WCO has high free fatty acid (FFA) content which can be used as a precursor for 
biodiesel (Sree et al., 2021). In the study of biodiesel production from WCO, the use of 
catalysts is critical and dramatically affects the effectiveness and efficiency of biodiesel 
production. Various types of catalysts have been employed to produce biodiesel from WCO. 
A homogeneous catalyst such as sulfuric acid has a high FFA conversion capability and 
exhibits a high biodiesel yield (Ding et al., 2012). Nonetheless, the homogeneous catalyst 
is corrosive and challenging to separate, generates much water due to purification, and 
takes up high costs (Suwannasom et al., 2016). The heterogeneous catalyst as a prominent 
component clearly could resolve those problems as indicated it can be separated and reused, 
which inherently decreases the cost of production and increases the production efficiency 
(Zik et al., 2020).

Currently, along with the development of science, the types of catalysts are increasingly 
diverse in the context of biodiesel production from WCO. The heterogeneous catalyst such 
as eggshells (Gupta & Rathod, 2018; Kamaronzaman et al., 2020b), bimetallic-CaO derived 
from eggshells (Mansir et al., 2018), bone-based catalysts (Ali et al., 2018; Suwannasom et 
al., 2016), sulfonated resin/PVA composite (Zhang et al., 2016), solid acid resins (Boffito 
et al., 2013), tailored magnetic nano-alumina (Bayat et al., 2018), Fe-montmorillonite K10 
(Yahya et al., 2020), Mg/Al hydrotalcite (Ma et al., 2016), and sulfonated carbon (Kumar 
et al., 2020; Nata et al., 2017), have been extensively used and studied in the biodiesel 
production from WCO. The use of sulfonated carbon catalysts has attracted interest in 
biodiesel production because highly active sites result in high catalytic activity in FFA 
conversion (Bastos et al., 2020). 

Interestingly, low-cost carbon sources are abundantly available and can be easily 
functionalized with sulfonate functional groups. Numerous low-cost precursors derived 
from biomasses have been employed as carbon precursors (Bastos et al., 2020; Farabi et al., 
2019; Lathiya et al., 2018; Ngaosuwan et al., 2016; Niu et al., 2018; Rocha et al., 2019). As 
waste from sugar factories, Molasse has a good prospective as a source of carbon material 
because they have a fairly high sugar content (Palmonari et al., 2020). Carbon derived from 
molasses shows good physical, chemical, and absorptive properties (Kumar et al., 2020). 

Hence, the carbonization of molasse potentially generated high carbon content, 
effectively promoting the functionalization of the sulfonated group. In order to increase 
the sulfonated carbon catalytic activity, it is necessary to combine with layered or porous 
supported materials (Munir et al., 2021). It has been reported that clay material such as 
montmorillonite has Bronsted and Lewis acid, which could promote high conversion and 
catalytic activity (Hasanudin, Asri, Tampubolon, et al., 2022; Yahya et al., 2020). Therefore, 
combining montmorillonite with sulfonated carbon derived from molasses potentially 
exhibits a synergetic effect on the FFA conversion from WCO.
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Optimization of FFA conversion from WCO is crucial to getting the desired product 
along with improving the process feasibility and profitability (Al-Sakkari et al., 2020; Helmi 
et al., 2020; Sahani et al., 2020; Sharma et al., 2019; Tan et al., 2017; Sree et al., 2021). 
Furthermore, the simultaneous interaction of each process variable also greatly affects 
the magnitude of the FFA conversion (Tan et al., 2017). Response surface methodology 
(RSM) with central composite design (CCD) is a statistical tool that can optimize as well as 
evaluate the interaction of variables (Singh et al., 2018). The RSM-CCD is highly efficient 
for demonstrating the second-order model of experimental data and provides adequate 
estimation (Dhawane et al., 2015; Karmakar & Halder, 2021).

According to the literature review, there are neither studies nor explorations regarding 
the optimization of FFA conversion from WCO using montmorillonite-sulfonated carbon 
catalyst by RSM-CCD, as well as the potential of FAME produced as diesel blends. In 
this study, RSM-CCD was employed to determine the optimum FFA conversion derived 
from WCO as a response variable using a montmorillonite-sulfonated carbon catalyst. The 
process variables were assessed: reaction time, catalyst weight, and reaction temperature. 
The effect of the montmorillonite to sulfonated carbon ratio on the acidity catalyst was 
evaluated. The catalyst was characterized using FTIR, SEM, and N2 adsorption-desorption 
isotherm. The reusability of the catalyst was investigated in three consecutive cycles. 
Moreover, to see the potential of fatty acid methyl ester (FAME) derived from WCO as 
diesel blends, the FAME product would be blended with diesel fuel with various volume 
variations to see its physicochemical properties such as water content, density, volume 
distillate, kinematic viscosity, and pour point, color, and cetane index.

MATERIALS AND METHODS

Preparation of Catalyst

Briefly, 200-mesh of natural montmorillonite was washed using demineralized water and 
dried at 120°C for 24 hours in the oven. Next, various weight ratios of montmorillonite to 
molasses were dissolved in 500 ml of demineralized water, namely 3:1, 2:1, 1:1, 1:2, 1:3, 
1:4 (% w/w), and stirred for 1 hour at 80°C. The mixture was later dried in the oven at 
120°C. According to Suganuma et al. ( 2012), the carbonization was conducted with some 
modifications by employing a temperature of 400°C for 15 hours in the N2 atmosphere. 
The powder was referred to as montmorillonite-carbon composites. The sulfonation was 
conducted using 20 g of the montmorillonite-carbon composite and mixed with 100 ml 
of concentrated H2SO4 in the reflux system at 175°C for 15 hours. After that, the powder 
was washed with hot water until the pH was close to neutral, followed by centrifugation, 
and dried for one day at 120°C. The powder was referred to as montmorillonite-sulfonated 
carbon composite. The acidity of the catalyst was determined using the titration method. The 
catalyst morphology and its elemental content were assessed using SEM (JEOL), whereas 



Pertanika J. Sci. & Technol. 31 (2): 781 - 811 (2023) 785

FAME as Diesel Blends from FFA in WCO

the functional group catalyst was characterized using FT-IR (Shimadzu). The textural 
properties were characterized using N2 adsorption-desorption isotherm (Quantachrome 
NOVA)

Esterification of FFA from WCO 

The esterification was conducted under a reflux system. 25 g of WCO was mixed with 79 
ml of methanol, followed by the montmorillonite-sulfonated carbon composite catalyst 
from molasses. The esterification product was separated from the catalyst. Subsequently, 50 
mL of distilled water was added and allowed to stand until two layers, such as FAME and 
glycerol, were formed. The FAME was later distilled to remove the alcohol and water. The 
product was characterized using FTIR. The FFA content was analyzed using the titration 
method with NaOH. The FFA conversion (X) was calculated according to Equation 1:

        (1)

Where Fo and F are the FFA content of feedstock and the esterification product, respectively. 

Experimental Design 

This study consisted of 17 run experiments to investigate the optimum interaction and 
conditions in the conversion of FFA from WCO. The design of the experiment using CCD 
is shown in Table 1. The quadratic model is shown in Equation 2:

 (2)

Where Y is the response (FFA conversion), αo is the constant coefficient, whereas αi, αii, 
and bij are the coefficients for linear, quadratic, and interaction effects, respectively; Xi 
and Xj are the process variables (Anguebes-Franseschi et al., 2018). The model’s fit was 
evaluated using analysis of variance (ANOVA).

Table 1
The levels of process variables using CCD

Process variable Unit Levels
-1.628 -1 0 +1 +1.628

Reaction temperature (A) ˚C 63.18 70 80 90 96.82
Catalyst weight (B) g 0.31 1 2 3 3.68
Reaction time (C) min 69.55 90 120 150 170.45
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Catalyst Reusability

Regarding the catalyst reusability study, the spent catalyst after the esterification reaction 
was vacuum filtered and washed with alcohol four times. The catalyst was later dried and 
stored for employment in the next cycle of esterification at optimum conditions.

FAME and Diesel Blend Composition

The FAME produced from the highest FFA conversion was blended with diesel fuel with 
various compositions (Table 2). The sample was shaken for 10 minutes and then allowed 
to stand for one hour at room temperature.

Table 2
Blend composition of FAME and diesel fuel

Product
FAME Diesel fuel

% mL % mL
B5 5 20 95 380

B10 10 20 90 360
B15 15 60 85 340
B20 20 80 80 320

FAME Characterization 

The FAME, diesel, and blended water content were analyzed according to ASTM D6304 
using the Karl Fischer method. The density was analyzed according to ASTM D1298 using a 
hydrometer. ASTM D86 was used to evaluate the distillation volume of fuel. The kinematic 
viscosity was determined according to ASTM D445. The color of the fuel was analyzed 
using ASTM D1500. Furthermore, the standard of ASTM D97 and ASTM D4737 was 
used to evaluate the fuel’s pour point and cetane index, respectively. The FAME product 
was compared to the European FAME standard (EN 14214:2012). The functional groups 
of FAME were also assessed using FTIR. 

RESULTS AND DISCUSSION

Catalyst Characterization

The montmorillonite-sulfonated carbon catalyst was characterized using FT-IR, SEM, 
and acidity. Figure 1 shows the FT-IR spectra of the catalyst with a variation ratio of 
montmorillonite to sulfonated carbon of 1:3, 1:1, and 3:1 (% w/w). The absorption 
peaks at 1087.05 cm−1 and 779.23 cm−1 were attributed to the interaction of Si-O-Si 
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and Si-O-Al bonds from montmorillonite (Munir et al., 2021). The absorption band at 
3424.2 cm-1 indicated stretching vibrations of the hydroxyl groups. Subsequently, the 
functional groups of C=C and C-H aromatic were observed at 1628.28 cm-1 and 665.26 
cm-1 due to the carbonization of molasses, which formed a polycyclic aromatic carbon 
compound, respectively (Flores et al., 2019). All peaks appeared in all catalyst variations. 
The absorption band at 1082 cm-1 corresponded to the -SO3H functional group due to the 
sulfonation process (Fadhil et al., 2016), whereas the absorption band at 452 cm-1 indicated 
the C-S-C bond (Fauziyah et al., 2020). Furthermore, Figure 1 shows that the sulfonated 
group intensity gradually increased as the carbon ratio increased. The more molasses 
composition, thus the more molasses is converted into carbon. This carbon framework 
could support the catalyst’s active site (Tang et al., 2020). Hence, more SO3H group was 
functionalized in the polycyclic aromatic carbon.

The effect of the montmorillonite to sulfonated carbon (% w/w) ratio on the acidity 
of the catalyst is shown in Figure 2. The acidity increased along with the increase in 
carbon composition. The highly volatile components of molasses are released during the 
carbonization process, leaving catalyst support with a high carbon content that provides 
the functionalization of the -SO3H active site during the sulfonation process (Endut et al., 
2017). As molasses weight composition increased, the carbon formation also increased; 
consequently, a more sulfonated group was effectively attached to the carbon structure. 
The highest acidity of the catalyst (9.79 mmol/g) was obtained at the montmorillonite to 
sulfonated carbon 1:3 ratio. This finding was consistent with the FTIR analysis. The H+ 
provided by the heterogeneous acid catalyst, the -SO3H group, was considered the active 
site, wherein the acidity was positively correlated to the catalytic activity (Xincheng et al., 
2019). The sulfonated groups act as a Bronsted acid which could catalyze the esterification 
of FFA (Bastos et al., 2020). However, a prolonged high-weight ratio of montmorillonite 
to sulfonated carbon generated a relatively constant catalyst acidity (9.75 mmol/g) because 
the sulfonation process had already saturated, whereby the hydroxyl groups present in the 
carbon framework had been sulfonated and reached a maximum so that the acidity of the 
catalyst tends to remain constant. 

The morphology surfaces of montmorillonite and montmorillonite-carbon sulfonated 
carbon catalyst is shown in Figure 3. Platy particles consisting of stacks of the layered 
thin structure were observed in Figure 3a. Alshabanat et al. (2013) reported that the typical 
montmorillonite structure was irregularly shaped and had many sides. Other studies 
reported similar findings (Munir et al., 2021). The composite of montmorillonite-sulfonated 
carbon revealed a significant morphological surface change with porous structure due to 
carbonization followed by sulfonation (Figure 3a). The carbonization process of molasses 
into carbon increases the number of cavities and pores. This condition increases the contact 
area over the sulfonated group, enhances the diffusion of alcohol, and promotes efficient 
interaction of FFA towards the active site (Fonseca et al., 2020).
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Figure 2. Effect of ratio of montmorillonite to carbon (% w/w) on catalyst acidity

Figure 1. FTIR spectra of montmorillonite-sulfonated carbon of (a) 3:1 (b) 1:1 and (c) 1:3 catalyst

(b)

(a)

(c)
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Figure 3. SEM images of (a) montmorillonite and (b) montmorillonite-sulfonated carbon catalyst

Figure 4 shows the N2 adsorption-desorption of montmorillonite and montmorillonite-
sulfonated carbon catalysts. Montmorillonite and montmorillonite-sulfonated carbon 
revealed type IV isotherm, which had a wide pore distribution (Rabie et al., 2018). Another 
study reported a similar finding (Lin et al., 2018). It also can be noticed that all catalysts 
had an H4 hysteresis that corresponded to the aggregates of laminar, which was nearly 
associated with the layer structure of bentonite (Amaya et al., 2020). Moreover, The typical 
adsorption-desorption curve at a relative pressure (~0.45) was attributed to the existence 
of small mesopores on the catalyst (de Oliveira et al., 2019). This small mesopore could 
promote the high accessibility of the active site. N2 adsorption-desorption isotherm in Figure 
4b revealed a distinctive curve at high relative pressure compared with montmorillonite, 
and this condition occurred presumably due to the sulfonated carbon effect. This curve was 
consistent with Lathiya et al. (2018), which utilized the sulfonated carbon catalyst derived 
from the waste orange peel for esterifying corn acid oil. 

Table 3 represents the textural properties of montmorillonite and montmorillonite-
sulfonated carbon. The montmorillonite-sulfonated carbon catalyst exhibited high surface 
area than montmorillonite. The montmorillonite was introduced to the sulfonated carbon, 
thereby increasing the surface area. A High surface area promoted the extent of the 
functional group (-SO3H) to occupy the catalyst surface (Farabi et al., 2019). Furthermore, 
the increase in surface area was might presumably due to the repulsion force between SO3H 
and other groups induced on the catalyst surface (Rahimzadeh et al., 2018).

(a) (b)
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Model Development and ANOVA

In this study, the montmorillonite-sulfonated carbon with a ratio variation of 1:3 was used 
for optimization because it showed the highest acidity catalyst. The relationship between 
the response, namely the conversion of FFA, and the process variables, namely reaction 
temperature, catalyst, and reaction time, were investigated. The experimental design results 
for 17 runs based on CCD are shown in Table 4. Substantial results were observed in the 
conversion of FFA under different mild conditions. FFA conversions obtained ranged from 
45 to 74.29 %.

Figure 4. N2 adsorption-desorption of (a) montmorillonite and (b) montmorillonite-sulfonated carbon catalyst

Table 3
Surface area, total pore volume, and average pore radius of catalysts

Catalyst Surface area
(m2/g)

Total pore volume 
(cc/g)

Average pore radius 
(Å)

Montmorillonite 52.06 0.11 39.09
Montmorillonite-
sulfonated carbon 67.12 0.071 21.16

Table 4
Experimental result of FFA conversion using CCD

Run
Reaction 

temperature 
(˚C)

Catalyst weight 
(g)

Reaction time 
(min)

FFA conversion 
(%)

1 70 1 90 45
2 90 1 90 49.821
3 70 3 90 54.214
4 90 3 90 64.286

(a) (b)
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Table 4 (Continue)

Run
Reaction 

temperature 
(˚C)

Catalyst weight 
(g)

Reaction time 
(min)

FFA conversion 
(%)

5 70 1 150 47.321
6 90 1 150 56.25
7 70 3 150 73.214
8 90 3 150 74.286
9 63.18 2 120 44.286

10 96.82 2 120 50.179
11 80 0.31 120 47.679
12 80 3.68 120 73.75
13 80 2 69.55 52.679
14 80 2 170.45 55.464
15 80 2 120 65.964
16 80 2 120 65.321
17 80 2 120 65.179

The quadratic model for the conversion of FFA in the coded form is shown in Equation 3: 
  

          (3)

The terms A, B, and C represented the single effect regarding the reaction temperature, 
catalyst, and reaction time, respectively (Equation 3). AB, AC, and BC represented the 
interaction effect for each variable, whereas the terms A2, B2, and C2 were the quadratic 
effects. The positive and negative signs correspond to the synergistic and antagonistic 
effects on the FFA conversion, respectively (Almadani et al., 2018). The ANOVA of the 
model (95% confidence level) derived from Equation 3 is shown in Table 5.

The P-value of the model was 0.0060, which indicates that the model was statistical 
significance (Table 5). Likewise, the model’s F-value correlated to the FFA conversion 
was 8.01. This F-value explained that the model was significant, and there was only a 
0.60% chance that this high F-value could occur owing to noise (Balajii & Niju, 2021). 
Subsequently, the terms B, C, and A2 showed a P-value of <0.05, which indicated that the 
terms were statistically significant. Furthermore, a sufficient adequate precision value was 
observed to be more than 4, which was 9.3020. This condition indicated that the model 
generated an adequate signal and could navigate the quadratic model design (Boey et al., 
2013). The statistical diagnostic was conducted to understand the development of the model 
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(Figure 5). The normal plot (Figure 5a) revealed a straight line that expressed a decent direct 
agreement between normal probability (%) and externally studentized residuals (Hasanudin, 
Asri, Said et al., 2022). It appeared that the response transformation was not required and 
that there were no major problems with the data’s normality (Chandane et al., 2020).

The residual plot (Figure 5b) showed that the data were randomly scattered, indicating 
that the proposed model accurately described the process (Helmi et al., 2020). Figure 5c 
shows the plot of the predicted value obtained from the quadratic model with respect 
experimental value. The predicted value based on the model calculation was close to the 
experimental data, with the coefficient of determination (R2) value found to be 0.9115. 
This R2 value indicated that the prediction model was sufficiently accurate to identify the 
optimal process parameters with a response variability of 91% (Balajii & Niju, 2021). 
Figure 5d shows the externally studentized residual respect with a run number plot. The 
outliers from the run experiments showed that all residual points were in the +3.8 and -3.8 
intervals, indicating a good distribution for the CCD design (Noshadi et al., 2012). The 
leverage respect with a run number plot is shown in Figure 5e. According to the plot, all 
points are less than one, which was associated with no significant error that could affect 
the model. Furthermore, the parameter of Cook’s distance in Figure 5f revealed that all 
the points were under the expected, which attributed that there was no significant error 
in observation (Kusumaningtyas et al., 2021). All statistical diagnostics indicated that 
the proposed quadratic model was proficient in optimizing the FFA conversion using 
montmorillonite-sulfonated carbon from a molasses catalyst.

Table 5
ANOVA for the quadratic model

Source Sum of
square df Mean F-value P-value

Model 1559.27 9 173.25 8.01 0.0060 significant
A-Reaction temperature 88.70 1 88.70 4.10 0.0825

B-Catalyst weight 909.58 1 909.58 42.07 0.0003
C-Reaction time 131.85 1 131.85 6.10 0.0429

AB 0.8489 1 0.8489 0.0393 0.8486
AC 2.99 1 2.99 0.1384 0.7209
BC 51.26 1 51.26 2.37 0.1675
A² 328.99 1 328.99 15.22 0.0059
B² 4.55 1 4.55 0.2106 0.6602
C² 100.39 1 100.39 4.64 0.0681

Residual 151.34 7 21.62
Lack of Fit 150.99 5 30.20 172.5821 0.0058
Pure Error 0.3499 2 0.1750
Cor Total 1710.61 16
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Figure 5. The statistical diagnostic of the development model

(a) (b)

(c) (d)

(e) (f)
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Optimization Study

Graphical and numerical optimization procedures were used to predict the optimum 
conditions of three factors, including reaction temperature, catalyst weight, and reaction 
time, which resulted in the desired goal of the response variable, namely FFA conversion. 
The response surface and contour plots were assessed to see the interaction of variables 
(Figure 6). The interaction effect of a catalyst weight and a reaction temperature at a constant 
reaction time of 120 min is shown in Figure 6a. The highest FFA conversion was achieved 
up to 70% when the catalyst weight was higher than 3 g, and the reaction temperature ranged 
from 70–90°C. Under these conditions, a high catalyst weight presumably increased the 
number of active catalyst sites, promoting the high FFA conversion (Anguebes-Franseschi 
et al., 2018). As the temperature increased to 90°C, the collisions between reactants also 
increased, sufficiently leading to high FFA conversion. Furthermore, these conditions also 
tended to reduce the mixture’s viscosity, thereby increasing diffusion through the pores 
(Mulay & Rathod, 2021). Gan et al. (2012) reported that the highest conversion of FFA 
in WCO was achieved up to 60.2% at a temperature of 65°C and a concentration catalyst 
of 4 wt.% using Amberlyst-15 catalyst. Özbay et al. (2008) used a series of ion-exchange 
resins, such as an Amberlyst-based catalyst. They showed that the FFA conversion was 
achieved up to 45.7% when the temperature was 60°C with 2% wt catalyst concentration. 
Sulfonated nanomagnetic biochar derived from oil palm empty fruit bunch was employed 
by Jenie et al. (2020), which revealed that at 2.5%wt catalyst concentration, the oleic acid 
conversion was exhibited up to 71.2%. The montmorillonite-sulfonated carbon derived 
from the molasse catalyst was likely promising in catalyzing the FFA esterification in WCO 
relative to previously reported catalysts.

The interaction effect of reaction time and catalyst weight at a constant reaction 
temperature of 80°C is presented in Figure 6b. The FFA conversion increased at a high 
catalyst loading of more than 2 g and reaction time ranged from 90–20 min. The longer 
reaction time did not result in a substantial increase in the FFA conversion. The reaction 
would approach equilibrium; therefore, no additional conversion would be generated. Jenie 
et al. (2020) stated that the considerable drop in conversion at longer reaction periods could 
be attributed to by-product generation or deactivation of the catalyst’s active sites. Suresh 
et al. (2017) utilized sulfonated polystyrene (PSS) for esterification of FFA in WCO and 
reported that at a reaction temperature of 75°C and PSS concentration of 2% w/w, the 
conversion exhibited up to 80.8 %. Zhang et al. (2015) used sulfonated mesoporous carbon 
for the esterification of FFA and showed that a prolonged reaction time of up to three hours 
would produce high FFA conversion than 80%, whereas Dawodu et al. (2014) generated 
high FFA conversion derived from sludge palm oil at 4 hours reaction when employing 
sulfonated carbon from glucose with C. inophyllum seed cake.
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Figure 6. The 3D surface and contour plot of interaction variables on the FFA conversion

(a)

(b)

(c)
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The interaction effect of reaction time and reaction temperature at a constant catalyst 
weight of 2 g is shown in Figure 6c. It was found that the highest FFA conversion was 
achieved up to 60% at a reaction temperature of 70–90°C and a reaction time of 90–130 
min. When the reaction temperature was too high, it would encourage the reverse reaction, 
decreasing FFA conversion. Simultaneously, the high temperature accelerates the methanol 
loss rate, potentially reducing catalytic effectiveness (Zhang et al., 2021). As reaction time 
gradually increased, the FFA conversion also increased due to the availability of sufficient 
time to complete the reaction (Figure 6c). However, the FFA conversion began to decrease at 
a long reaction time due to the reverse reaction. These results are also in accordance with the 
previous report (Narula et al., 2017). Furthermore, a higher reaction time was unfavorable 
for the esterification reaction since it consumes more energy (Fawaz et al., 2020).

The optimization of FFA conversion by Design-Expert using the numerical method 
was used to optimize the studied parameters. According to the optimization, the optimum 
condition was obtained at a reaction temperature of 78.12°C, catalyst weight of 2.98 g, and 
reaction time of 118.27 with an FFA conversion of 74.101%. In addition, the desirability 
function was found to be one, which indicated that the developed solution was good. The 
validation showed that the predicted response was in good accordance with the experimental 
results.

Catalyst Reusability

The study of catalyst reusability was conducted under the optimized condition obtained 
from RSM-CCD. Figure 7 represents montmorillonite-sulfonated carbon’s reusability 
performance in FFA conversion at three consecutive runs. It can be noticed that the FFA 
conversion was slightly decreased in the first cycle. In this first cycle, 70.25% of FFA 
conversion was achieved, indicating a decrease in the catalyst performance up to 5.07% 
relative to the fresh catalyst (74% FFA conversion). Moreover, the catalyst’s performance 
was shown significantly reduce up to 9.55% in the second cycle and noticeably decreased 
in the three consecutive runs, which only generated 60.23% FFA conversion. The decrease 
in FFA conversion could presumably be due to the active site’s leaching, i.e., the sulfonate 
group (Dhawane et al., 2016). Another study consistently reported a similar finding (Farabi 
et al., 2019; Tang et al., 2020). This leaching was likely due to insufficient and ineffective 
regeneration through the alcohol-washing process (Ngaosuwan et al., 2016). In this 
regard, catalyst regeneration by performing a sulfonation process on the spent catalyst 
was necessary to return the catalytic activity.
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Figure 7. Reusability of catalyst

FAME Physicochemical Properties

The FAME product generated from the optimized esterification reaction and the feedstock, 
namely WCO, were analyzed using GC and FTIR. GC analysis showed that WCO contained 
the highest fatty acid composition, namely oleic acid at 43.51% and palmitic acid at 39.75%. 
This finding was similar to Azman et al. (2021), which reported that WCO consisted of 
oleic acid (48.1%) as the primary fatty acid, followed by palmitic acid (22%). In contrast, 
Kumar et al. (2020) found that the WCO consisted of 46.32 wt% palmitic acid and 41.65% 
oleic acid. These different results are due to the diversity of waste cooking oil sources. 
The analysis results of FFA content in WCO using the titration method were 36.94%. The 
FFA content on WCO decreased to 5.938% after esterification using montmorillonite-
sulfonated carbon catalyst with a conversion of 83.925%, which indicated that FFA from 
WCO was potential as a FAME feedstock. In this reaction, the sulfonated groups on the 
montmorillonite framework act as an active site of Bronsted acid, which could catalyze the 
esterification of FFA from WCO (Hasanudin, Putri, et al., 2022). The FTIR of WCO and 
the product of esterification are presented in Figure 8. It can be seen that due to the main 
structural change was the substitution of methanol in the hydrocarbon chain, the FTIR 
spectrum of FAME was mainly similar to the WCO, as consistent with previous reports 
(Kamaronzaman et al., 2020a; Rafati et al., 2019).

The absorption bands from Figure 8a at 2924.02 cm-1 and 2854 cm-1 were attributed to 
C-H symmetrical and asymmetrical alkane groups (Banerjee et al., 2019). Subsequently, 
absorption bands at 1743.65 cm-1 corresponded to the ester groups from triglyceride. 
Furthermore, the region bands at 1458.16 cm-1 and 1373.23 cm-1 indicated the C-H bending 
vibration (Mahesh et al., 2015), also revealed in Figure 8b. FAME provided a strong 
absorption band due to the vibrations of the C=O and C-O bonds. The absorption band at 
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1743.65 cm-1 was commonly from the C=O carbonyl group in saturated aliphatic esters 
(Helmi et al., 2020). The aryl and α,β-unsaturated structures could generate a minor shift 
in these bands to lower wavenumber (Omidvarborna et al., 2016). 

Subsequently, the C-O stretching vibrations appeared at a broader range at 1110 cm-1 
and were also observed in the FAME spectrum. Long-chain fatty acids in FAME often 
exhibited an increment to maximum absorption approximately at the absorption band at 
1234.44 cm-1, 1165 cm-1, and 723.23 cm-1, respectively (Bahú et al., 2017; Wu et al., 2015). 
The absorption band at 3471 cm−1 indicated the hydroxyl group vibration absorbed by the 
catalyst (Akram et al., 2019).

The results of the FAME properties analysis from WCO and its standard are shown in 
Table 6. It shows that the FAME from WCO had a water content of 344 ppm, presumably 
appearing from palm oil’s endocarp component. Besides that, the WCO had been in 
contact with other components during frying, which caused water’s presence. Viscosity 
and density are the main factors for diesel fuel injection and efficient combustion (Ibeto et 
al., 2012). The higher the water content in the FAME, led the density (0.8711 Kg/L) and 
viscosity (4.872 cSt) were also higher. A heavy fraction in the methyl ester accompanies 
a higher distillation temperature and less distillate (92 mL) that is directly related to the 
relatively high carbon residue. This condition might inhibit the performance of the diesel 
engine. The FAME from WCO had the same color characteristics (1.5) as the pure diesel 

Figure 8. FTIR spectra of (a) WCO and (b) Esterification product

(a)
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fuel, which indicated that the FAME had similar good quality. In addition, the cetane index 
shows a reasonably good value (53.5) above the minimum standard of biodiesel (51). The 
higher the cetane index of fuel, the better the quality of the fuel as well as provided lower 
the delay period in the engines (Abdelhady et al., 2020). These results indicated that the 
FAME derived from WCO has the potential to be used as a blend to improve the quality 
of diesel fuel.

Table 6
Physicochemical properties of FAME from WCO

Properties Units Results FAME standard 
(EN 14214:2012)

Water content ppm 344 Max. 500
Density Kg/L 0.8711 0.860-0.900

Volume distillate mL 92 Min. 90
Kinematic viscosity, 

40°C mm2/s (cSt) 4.872 3.5-5.0

Pour point ˚C 6 -
Color - 1.5 -

Cetane index - 53.5 Min. 51

Effect of the FAME and Diesel Composition Blend

In this study, the FAME product derived from the WCO esterification was blended with 
diesel with various blends, namely B5, B10, B15, and B20, as previously mentioned. The 
B0 was referred to as the diesel without adding FAME, whereas the B100 was vice versa. 
The effect of FAME and diesel composition blend on water content and density are shown 
in Figure 9.

Analysis of water content using the ASTM D-6304 method showed that the FAME 
from WCO had a water content of 344 ppm (Figure 9). This value encounters the maximum 
limit of the biodiesel standard (500 ppm). The water content in methyl esters was quite 
high since biodiesel’s density was close to water; thus, biodiesel was more easily bound 
to water. When the volume added of FAME to diesel fuel increased, the water content also 
increased (Figure 9). The lowest water content (314 ppm) was achieved by B5, whereas the 
highest water content (339 ppm) was achieved by B20. In this study, all blend compositions 
obtained a water content below 500 ppm, which met the criteria of the biodiesel standard. 
Most diesel engines are composed of metal, which is corrosive in the combustion chamber. 
High water content in the fuel could cause the hydrolysis of FAME and provoke the growth 
of microorganisms, which could block the flow in the combustion engine (Fregolente et 
al., 2012; Lin & Ma, 2020).
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The density of diesel blended increased with the increasing volume of methyl ester 
added to diesel fuel (Figure 9). FAME contained oleic acid (C18H34O2), almost similar 
to diesel oil (C15-C20). When the methyl ester of oleic acid was mixed with diesel oil, it 
increased the length of the bond chain; thereby, the fraction in the blend increased. The 
density was directly proportional to the molecular weight. Thus, when the molecule’s chain 
length increased, the blend’s density also increased (Hajilar & Shafei, 2019). The density 
of the diesel composition blend ranged from 0.8507 to 0.8615 Kg/L, which indicated that 
the results follow the density of diesel fuel standards.

Figure 9. Effect of FAME and diesel composition blend on water content and density

The effect of FAME and diesel composition blend on distillate volume and viscosity 
are presented in Figure 10. The volume of distillate from the blend of FAME with diesel 
was lower than the FAME itself, which indicated that the weight fraction in FAME from 
WCO was relatively high. Similarly, the distillate volume decreased as the amount of 
FAME added to the diesel blend increased.

Viscosity reveals the lubricating properties of the fuel. Kinematic viscosity 
measurements using the ASTM D-445 method are conducted to determine the viscosity 
of fuel or the amount of internal resistance of a liquid to flow related to the supply of fuel 
consumption in the diesel engine combustion chamber. Kinematic viscosity was directly 
proportional to the length of the carbon chain and density. Subsequently, it can be seen 
from Figure 10 that the viscosity increased along with the increase of FAME volume to 
the diesel fuel. As viscosity is directly proportional to molecular weight, adding FAME to 
diesel would increase the carbon length chain, thereby increasing the viscosity. The higher 
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the viscosity, the more difficult the combustion and the slower the piston work. All the 
blends were in accordance with diesel fuel standards, which corresponded to the engine’s 
good atomization and complete combustion of biodiesel (Karmakar et al., 2018).

Kinematic viscosity measurements using the ASTM D-445 method are conducted 
to determine the viscosity of fuel or the amount of internal resistance of a liquid to flow 
related to the supply of fuel consumption in the diesel engine combustion chamber. 
Kinematic viscosity was directly proportional to the length of the carbon chain and 
density. Subsequently, it can be seen from Figure 10 that the viscosity increased along with 
the increase of FAME volume to the diesel fuel. As viscosity is directly proportional to 
molecular weight, adding FAME to diesel would increase the carbon length chain, thereby 
increasing the viscosity. The higher the viscosity, the more difficult the combustion and 
the slower the piston work. All the blends were in accordance with diesel fuel standards, 
which corresponded to the engine’s good atomization and complete combustion of biodiesel 
(Karmakar et al., 2018).

The effect of FAME and diesel composition blend on color and pour point are shown 
in Figure 11. Color is a parameter that prevents the possibility of contamination by heavier 
fuels or water and other substances. This contamination affects the oil quality, resulting 
in operating failure and engine damage. The color observations results show a linear line 
on a scale of 1.5 (max. standard diesel = 3), which indicated that the FAME derived from 
WCO and their blends had a fairly good quality because they had an observation scale that 
was relatively close to diesel color (Figure 11).

Figure 10. Effect of FAME and diesel composition blend on distillate volume and viscosity
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The pour point of FAME was quite high, at a temperature of 6°C, whereas diesel fuel 
was achieved at a temperature of 0°C (Figure 11). The pour points of B5 and B10 reached 
low temperatures of -3°C and -1°C, respectively, exceeding the pour point of pure diesel, 
whereas, in a blend of B15, the pour point was the same as the pure diesel, which was 0°C. 
Furthermore, the pour point of the B20 blend increased closer to FAME. The lower the 
pour point of the fuel, the better the engine’s combustion quality because the fuel could 
still work to lubricate the engine at the lowest temperature. If the fuel is difficult to flow 
into the combustion chamber, it signifies that converting heat into motion energy by the 
piston is increasingly difficult. The type of oil and the content or components present in 
the oil influences the pour point quantity. In addition, the density, viscosity, and solubility 
of a gas in oil were also influenced.

The cetane index measurement was conducted to determine the ignition quality of diesel 
fuel. Diesel engines required a cetane number of roughly 50. The fuel cetane number was 
a volume percentage of cetane and alpha-methyl naphthalene, wherein cetane has better 
ignition qualities than alpha-methyl naphthalene. The cetane index was needed to prevent 
engine knocking. The higher the cetane index of diesel fuel, the better the combustion 
properties (Giakoumis & Sarakatsanis, 2018). The effect of FAME and diesel composition 
blend on the cetane index is presented in Figure 12.

The index increases along with the amount of FAME added to the diesel blend (Figure 
12). The cetane index of pure diesel was 48.5, whereas, after the addition of FAME (B20), 
the cetane index of the blend increased up to 51.2%. Furthermore, the blend of B10 and 

Figure 11. Effect of FAME and diesel composition blend on color and pour point
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B15 showed no significant difference in cetane index between the two blends. Generally, 
biodiesel has a higher cetane number than diesel, ranging from 46 to 70. The length of the 
hydrocarbon chain contained in the FAME caused the cetane number of biodiesel to be 
higher than diesel (Mishra et al., 2016). The increase of the cetane number from 48.5 to 
51.2 would reduce carbon monoxide emissions by 5.27%. In terms of fuel consumption, 
increasing the cetane number would reduce both fuel engine consumption and engine 
noise (Rodríguez-Fernández et al., 2019). The results showed that the cetane index of all 
blends was in accordance with the standard for diesel, with a minimum cetane number of 
48. The higher cetane number of biodiesel than diesel leads to better combustion properties 
of the engine.

Figure 12. Effect of FAME and diesel composition blend on cetane index

CONCLUSION

In this research, the free fatty acid (FFA) conversion from waste cooking oil (WCO) 
using montmorillonite-sulfonated carbon catalyst was conducted using response surface 
methodology (RSM) with a central composite design (CCD). The highest acidity of the 
catalyst was achieved up to 9.79 mmol/g by montmorillonite to sulfonated carbon 1:3 
weight ratio catalyst. The montmorillonite-sulfonated carbon exhibited a higher surface 
area compared with montmorillonite. The optimum condition was obtained at a reaction 
temperature of 78.12°C, catalyst weight of 2.98 g, and reaction time of 118.27 with an 
FFA conversion of 74.101%. A sufficient statistical diagnostic revealed that the RSM-
CCD quadratic model could accurately predict the FFA conversion from WCO using a 
montmorillonite-sulfonated carbon catalyst. The optimum condition for the blend of FAME 
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and diesel fuel was achieved at the composition of the blend of B20 and in good accordance 
with the FAME standard. The reusability of the catalyst at three consecutive runs showed 
that the catalyst had adequate stability but tended to decrease due to the leaching of the 
active site catalyst.
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ABSTRACT
Tomato is the most popular and cultivated crop in the world. Nevertheless, the quality 
and quantity of tomato crops have been declining due to various diseases that afflict 
tomato crops. Hence, it becomes necessary to detect the disease early to prevent crop 
damage and increase the yield. The proposed model in this article predicts the infected 
tomato leaf images (9 classified diseases and also healthy class) obtained from the Plant 
Village dataset. In this model, Transfer learning was used to extract features from images 
by VGG16, yielding a high dimension of 25088 features. Overfitting is a commonly 
anticipated problem because of the higher dimensionality of data. To mitigate this problem, 
the authors have adopted a novel dimensional reduction-based technique: filter methods, 
feature extraction techniques like Principal Components Analysis (PCA), and the Boruta 
feature selection technique of wrapper methods. This adoption enables the proposed 
model to attain a significantly improved high accuracy of 95.68% and 95.79% in MLP and 
VGG16, respectively, by reducing its initial dimension on the tomato dataset containing 
18160 images across 10 classes.

Keywords: Boruta algorithm, filter methods, plant leaves dataset, principal component analysis, tomato leaf 

disease classification, VGG16

INTRODUCTION 

Tomato (Lycopersicon esculentum) is 
an extensively farmed agricultural crop. 
This crop’s growing season lasts about 
90 to 150 days, with typical daytime 
average temperatures of 18 to 25°C and 
nighttime temperatures of 10 to 20°C 
(Gadekallu et al., 2021). Excess humidity 
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and reduced sunlight exposure negatively impact crop quality. Generally, excess humidity 
renders crops vulnerable to pests, diseases, and decay. Hence a dry climate is necessary for 
producing high-quality tomatoes. Crops ought to be closely monitored for signs of fungi, 
bacteria, and virus invasion. Necessary preventive actions should be in place to check and 
control diseases early. It can be achieved by roping in experts and field workers to detect 
and identify diseases at an early stage, albeit the task might prove to be laborious and 
economically unviable when there is high acreage involved. It becomes essential to make 
use of technology that could significantly reduce human intervention for performing real-
time monitoring with the highest precision possible. The recent developments in the deep 
learning (DL) models make it possible to detect and identify diseases in tomato plants at 
an early stage.   

Precision farming may be used to combat diseases and pests that affect crops. 
Sensor networks, remote sensing, robotics, computer vision, machine learning, and DL 
are employed in precision farming. Computer vision forms an integral part of precision 
agriculture. For plant disease recognition and classification in agriculture, computer vision 
DL-based algorithms have been applied. Various studies have used DL agriculture models to 
diagnose crop problems (Guo et al., 2003). DL networks contain several layers of complex 
formation that increase the model’s accuracy. Nodes of one layer are interconnected with 
another node of layers to form classification-based architectures and require additional 
computational power for training. Convolution neural networks (CNNs) are broadly used 
in the DL architecture framework. CNN is involved in many applications, such as image 
classification and object recognition (Tang & Wu, 2016) which significantly improves 
image classification in several fields, such as agriculture. The present study proposed a 
multi-level dimension reduction (filter methods, principal component analysis (PCA) and 
Boruta feature selection) method to obtain optimal features and classify tomato plant leaf 
diseases using VGG16, multi-layer perceptron (MLP), and machine learning algorithms 
(MLA). This study might help farmers identify the diseases early and prevent loss so that 
the crop yield would increase. The tomato leaf dataset for the present study was obtained 
from the plant village dataset (Mohanty et al., 2016). The framework was used to classify 
the infected and healthy images of the tomato leaves. The performance of CNN-based 
models, VGG16, MLP, and MLA, was analyzed based on different evaluation metrics, 
such as training accuracy, validation accuracy, and weighted average F1 score. 

This study primarily focused on the declined dimension in a multi-level model, 
as extensive data on the number of samples and features from images were collected. 
Classifying the images with the extracted features from a high-dimensional feature vector 
is critical. In some cases, the number of features (F) is more compared to the number 
of samples (S) (F>S), which is known as the curse of dimensionality (CoD). Due to 
the huge dimension, the dimensionality of the image data needs to be reduced using 
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dimension reduction techniques that help with image classification without losing the 
most significant information. Hence, this study focused primarily on addressing the high 
dimensionality of data. The machine learning (ML) or DL models were trained effectively 
on high dimensionality data; however, the models encounter problems, such as overfitting, 
requiring more training time, consumption of significant resources, high model complexity, 
containing trainable parameters, and taking up a large amount of storage space. A multi-
level dimension reduction algorithm was proposed in this study to overcome these issues. 
It consisted of multi-level dimension reduction methods, such as filter methods of feature 
selection in dimension reduction as level 1, principal components analysis (PCA) of feature 
transformation as level 2, and Boruta wrapper method as level 3.

REVIEW OF LITERATURE

Computer vision with data science is a trending technology in agriculture for the 
classification of the disease of plants. In the early days, traditional MLA was used to identify 
plant leaf diseases in agriculture as machine learning methods were unable to classify the 
images due to large-scale image datasets.

Durmuş et al. (2017) trained AlexNet (Krizhevsky et al., 2012) and SqueezeNet 
(Iandola et al., 2016) on the 18160 tomato leaf images taken from the plant village dataset 
and classified the tomato diseases using the supercomputer Nvidia Jetson Tx1; the training 
and validation presented an accuracy of 94.3% and 95.65% using SqueezeNet and AlexNet, 
respectively. 

Tm et al. (2018) proposed an approach that includes data acquisition, preprocessing 
and classification. In the present study, a variation of LeNet was applied to the tomato 
dataset. It consisted of approximately 18160 images belonging to ten different classes of 
tomato leaf diseases. Keras, a neural network API (Application Programming Interface) 
written in Python, has been used for the model implementation. The highest validation 
accuracy of 94.8% was obtained over 30 epochs of training. 

Durmus et al. (2017) proposed deep-CNNs, such as ResNet50, for tomato leaf disease 
detection using PyTorch. A DL technique with transformation and augmentation was used 
to overcome the overfitting problem and improve the model’s performance. The proposed 
model yielded 97% accuracy after fine-tuning the weights for the ResNet model. 

Gadekallu et al. (2021) proposed a novel PCA-whale optimization algorithm (WOA) 
hybrid optimization technique for significant features extracted from the 18160 tomato leaf 
images. The deep neural network was trained on the optimal features with 94% accuracy. 
The present study used multi-level three dimension reduction techniques (filter method, 
feature transformation (PCA), and Boruta of wrapper methods) to obtain the optimal 
features. The final results improved and were compared to the previous results on the same 
number of tomato leaf images in the tomato dataset. 
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The objective of this study was to reduce the high-dimension features into optimal 
features using a multi-level dimension reduction algorithm. With the high dimension of data, 
problems, such as overfitting, high training time, model complexity, trainable parameters, 
and large storage space of the model, occurred. Thus, to prevent all these problems and 
improve accuracy, the study proposes three types of dimension reduction techniques to 
build an efficient agricultural tomato leaf disease classification model. 

METHODOLOGY

The detailed methodology for the tomato leaf disease classification framework is given 
below as follows:

Figure 1 illustrates the classification framework consisting of six stages: data 
acquisition, preprocessing data, feature extraction stage, dimensionality reduction stage, 
classification stage, and selecting the optimal prediction model.
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Figure 1. Architecture framework for classification of tomato leaf images

Dataset 

In the initial stage, the images of tomato disease were taken from the plant village dataset 
(Mohanty et al., 2016). A total of 54,345 photos of 14 crops were included in this plant 
village collection. These crops include various fruits and vegetables, such as apples and 
blueberries. Images of tomato leaves were utilized in this investigation. Table 1 shows the 
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number of images for each class of tomato leaves, as illustrated in Figure 2. Ten categories 
of tomato images, including those considered healthy, were available. In the present 
study, 18160 images of the tomato dataset were split in the ratio of 90:05:05 for training, 
validation, and testing, respectively.   

Table 1 
Dataset

S. No Name of the class No. of images
Tomato__Bacterial spot 2127

Tomato_Early_blight 1000
Tomato__Late blight   1909
Tomato_ Leaf Mold 952

Tomato_Septoria_leaf_spot 1771
Tomato_Spider_mites Two-spotted_spider_mite 1676

Tomato___Target Spot 1404
Tomato___Tomato_Yellow_Leaf_Curl_Virus 5357

Tomato___Tomato_mosaic_virus 373
Tomato___healthy    1591

Total number of images 18160

Bacterial spot  
          Early_blight   

                
             Healthy Late_blight  Leaf_Mold  

Septoria_leaf_spot  Spider_mites Two-
spotted_spider_mite 

Target_Spot           Tomato mosaic_virus Tomato_Yellow_Leaf 
_Curl_Virus 

 Figure 2. Sample tomato leaf images of different classes of the plant village dataset

Preprocessing

In the preprocessing, the size of the input image was 256×256 pixels, which was resized 
into 224×224 pixels. The labels of the image dataset were categorical. Thus, label encoding 
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(Cerda & Varoquaux, 2020) and one-hot encoding (Li et al., 2018) were applied for 
numerical values. The normalized pixel values of the image were placed between 0 and 1.  

Feature Extraction 

In the feature extraction stage, the standard VGG16 (Simonyan & Zisserman, 2014) model 
was applied to extract the features of image data, as shown in Figure 3. The two feature 
extraction methods were as follows: First, 13 convolutional layers of the VGG16 model 
were applied, and the high-dimensional features of the images were extracted, as shown 
in Figure 4. Second, the transfer learning method (Tammina, 2019) was applied to 13 
convolutional layers of VGG16 for feature extraction (Figure 5). 
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Figure 3. Standard VGG16 model architecture 

Figure 4. Applying dimension reduction techniques between 13 convolutional layers and 3 fully connected 
layers of VGG16
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Figure 5. Applying dimension reduction methods between transfer learning on 13 convolutional layers of 
VGG16 and 3 fully connected layers 

Dimension Reduction Technique 

In the feature extraction stage, high dimensional features of 25088 were obtained with 
13-convolutional layers of the pre-transfer learning stage on VGG16. If the classification 
models were trained using MLA, MLP, and three fully connected layers of VGG16 with 
high dimensional features, the models faced the following issues: the possibility that the 
model is biased towards overfitting, model computation will be high, and the performance 
of the models may be reduced due to curse of dimensionality. In order to overcome these 
problems, the model proposed a multi-level dimension reduction technique, such as filter, 
PCA, and Boruta, so that less significant features were eliminated from the images. 

Filter Methods for Non-Correlated Features

Variance and correlation statistical methods were selected to obtain the optimal features.

Removing Constant Features

Constant features contain only one value, and the variance threshold value is 0. Totally of 
994 constant features were identified from 25088 high-dimensional features (Doquire & 
Verleysen, 2013). However, the constant features do not affect the models and are removed, 
leaving 24094 high-dimensional features.

Removing Quasi-Constant Features

Quasi-constant features are similar to constant features with a variance threshold value of 
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0.01 (Ma et al., 2018). A total of 13175 quasi-constant features were identified and excluded 
from 24094 high dimensional features, retaining 10919 features.

Removing Correlated Features
Correlated features create redundancy and should be removed (Chuanlei et al., 2017). 
Three different threshold values, such as 0.6, 0.7, or 0.8, were typically applied to identify 
the correlated features. Depending on the dataset requirements, the threshold value of 0.8 
was applied, and 136 correlated features were identified and eliminated. Finally, 10783 
non-correlated features were identified in filter methods of dimension reduction level 1, 
as shown in Figure 6. 

 

  
                                         Variance  
                                        Thr              threshold=0                                                                                                             

       
 
 

 
Correlation>0.8 Variance 

threshold=0.01 25088 
No. of Features 

extracted  
 

994 
Constant 
features 

13175 
Quasi constant 

features 

10783 
Non-correlated  

features 
(Dimension Reduction Level-1)   

 

136 
correlated 
features 

Figure 6. Filter method for non-correlated features at dimension reduction level 1

Application of the Feature Transfer Method-PCA

PCA was used for feature extraction. This method created new features by projecting existing 
features (Mudrova & Procházka, 2005). PCA is a dimensionality reduction technique to 
transform into a new lower-dimension dataset without losing critical information. 

The dataset consisted of ‘X’ independent variables (dimensions) and one target variable. 
So, the total dimension size was ‘X+1’.

Step 1: Standardize or scale the input dataset ‘X’ using Z-score.
Z=                                                                                                   (1) 

Initially, the mean and standard deviation were calculated for each independent variable ‘X’. 

= mean of X = X =                                                 (2)   

Standardized value of Xi= (Xi- mean of X)/Standard deviation of X
    

Std (x)=standard deviation of X 
                                              (3)

Step 2: Covariance matrix of the scaled data without the target variable was calculated 

          
Cov(x,y) = 

                (4)

Step 3: Eigenvalues were computed
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Step 4: Eigenvectors were defined
Step 5: Existing input datasets were projected into new dimensions using eigenvectors.

With 99% of the variance, PCA formed a new set of 5720 components from 10783 
non-correlated features (Figure 7).  

Figure 7. Number of components explained 99% of variance vs. cumulative explained variance

In Figure 7, principal components were represented on the horizontal axis and 
cumulative experience variance on the vertical axis at 99% of explained variance ratio; 
subsequently, 5720 principal components were obtained. In Figure 8, 10783 non-correlated 
features of dimension reduction level 1 were transformed into 5720 principal components.

 
  

      PCA>99%  
 
 

  
 

10783 
Non-correlated 

features 
(DR-Level-1) 

5720 
Principal components 

(DR-Level-2) 

Figure 8. Conversion of non-correlated features at level 1 into principal components at level 2

Application of the Wrapper Methods (Boruta Feature Selection Algorithm)

The wrapper feature selection method identified optimal features using MLA (Chen & Chen, 
2015). Herein, the random forest classification algorithm was used as a base model for the 
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Boruta algorithm (Kursa & Rudnicki, 2010). The algorithm consisted of the following steps:
1. In the first step, Boruta begins by cloning the supplied collection of original 

features. These were referred to as shadow features to distinguish them from the 
originals. The values of the shadow features were then rearranged to exclude the 
correlations.

2. In the second step, the significance features were validated using the mean decrease 
impurity (MDI), and the shadow features were trained using the random forest 
(RF) classifier. MDI determined each cloned feature’s relevance.

3. The Z score was used to determine whether the original feature provided had a 
higher Z score than the maximum MDI score of the shadow feature. 

4. ‘Hits’ were assigned to a vector with a high Z value. When the number of iterations 
was reached, a hit table was generated at the end of the process.

5. A feature with the highest Z score was marked as essential in each algorithm 
iteration. The final collection of features was derived from the hit vector.

All the procedures from the beginning to this point were repeated until the qualities 
of all the offered features were identified. 

 

 
   
                                                          Boruta Algorithm 
                                                                        
 
 
 

5720  
Principal 

components 
(DR-Level-2) 

1145 
Optimal features 

(DR-Level-3) 

Figure 9. Conversion of principal components at level 2 into optimal features at level 3 with the Boruta algorithm

A total of 5720 principal components were obtained in dimension reduction level 2. 
Then, the Boruta feature selection algorithm was applied to these principal components, 
and 1145 optimal features were obtained at dimension reduction level 3 (Figure 9). 

The proposed multi-level dimension reduction algorithm is shown in Figure 10. It 
represented an overview of the multi-level dimension reduction using a raw image as 
input; subsequently, optimal features were generated. The final feature was considered 
the reduced dimension available from the multi-level dimension, which was considered a 
maximum hit in the Boruta-based method.

Classification Algorithms  

A total of 1145 optimal features were obtained in the Boruta feature selection algorithm. 
The classification algorithms were applied to these features.
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Input: Images

image  resize.image

dimension  calculate_Dim(shape.Image)

Initialize Reduced_Dim dimension

Initialize Level  None

If ‘Reduced_Dim = = dimension’ then:

image.Weight  image. VGG16(ImageNet)

Reduced_Dim image.Weight

add(level,1)

Return(Reduced_Dim)

If ‘Reduced_Dim < dimension’ & ‘level= =1’ then:

Remove constant features:

Set feature_filter. threshold = 0

Constant_features feature_filter (Reduced_Dim.shape)

subtract (Reduced_Dim, Constant_features)

Remove  Quasi_constant features:

Set feature_filter. threshold = 0.01

Quasi_features featurefilter(Reduced_Dim.shape)

subtract(Reduced_Dim, Quasi_features)

Remove correlated features:

Set feature_filter.threshold = 0.8

correlated_features features_filter(Reduced_Dim.shape)

subtract(Reduced_Dim, correlated_features)

add (level,1)

Return (Reduced_Dim)

If ‘Reduced_dim < dimension’ & ‘level= =2’ then:

Set variance =99

Components  PCA(Reduced_dim, variance)

Reduced_dim components

add (level, 1)

Return(Reduced_Dim)

If ‘Reduced_Dim < dimension’ & ‘level==3’ then:

Initialize n  0

Max_Iteration max (n, 50)

Repeat upto ‘Max_Iteration’ or ‘Reduced_dim’

cloned_dim[i]  Reduced_dim[i]

suffle.feature(cloned_dim[i])

merge (Cloned_dim[i], Reduced_dim[i])

Z_Score [i] = Radom_forest(reduced_dim)

MDI_Score [i] = Random_forest(cloned_dim)

Hit_count calculate (Z_Score [i] > max (MDI_Score[i]))

Add (n, 100)

Final_Features max (Hit_Count)

Figure 10. The Proposed multi-level dimension reduction algorithm 
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MLA

Classification is the process of organizing a given set of data into classes. Classification 
algorithms map the input data to classes, and the model predicts the input class. All MLA, 
such as logistic regression (Dreiseitl & Ohno-Machado, 2002), decision tree classifier 
(DTC) (Ali et al., 2012), random forest classifier (RFC) (Ali et al., 2012), Ada boost 
classifier (ABC) (Khammari et al., 2005), K Nearest Neighbor (KNN) (Zhang & Zhou, 
2005), support vector classifier (SVC) (Awad & Khanna, 2015) and XG Boost (XGB) 
(Torlay et al., 2017) are not suitable for high dimension without any reduction techniques. 
Thus, we proposed a model of the eased task as a classifier. Finally, 1145 optimal features 
were fed to classification algorithms, the models were trained, and the results were 
compared with the above algorithms. 

MLP

MLP is an example of an artificial neural network. It is applied broadly to solve several 
problems, such as pattern recognition and interpolation (Noriega, 2005). MLP is a neural 
network with fully connected multiple dense layers. The MLP network comprises input, 
hidden, and output layers that perform the computational work.

The neurons of the MLP are prepared to perform backpropagation learning for any 
classification and forecast job in the network. Several studies have applied different 
optimization methods for MLP. Ramchoun et al. (2016) presented a different approach for 
optimizing MLP architecture to instruct the network with a backpropagation algorithm. 
The inputs to the neuron (x) feature and the amounts in terms of weight (w) were computed 
for classification. The activation function (f) was included in the sum of the outcome to 
construct the output in an MLP. MLP network wherein the input layer contains nodes equal 
to the number of features extracted. The MLP’s output layer uses softmax activation for 
multi-class classification, while the hidden layer uses relu activation functions. If a dataset 
has ‘m’ classes, the output layer uses ‘m’ nodes for model prediction. 

Three Fully Connected Layers of VGG16 

The VGG16 architecture consisted of 16 layers, of which 13 convolutional layers were 
explained in the feature extraction phase. The remaining three fully connected layers were 
used for classification purposes. 2/3 of the fully connected layers consisted of 4096 nodes, 
and the third fully connected layer had the softmax activation function for classification, 
which consisted of several labels (classes) (Gao & Pavel, 2017). In the present study 
dataset, ten classes were available.
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RESULTS AND DISCUSSION 
The performance measures classification models are described with respect to the 
experimental setup and hyperparameter tuning. Subsequently, the classification performance 
of the proposed model was evaluated and compared to the three fully connected layers of 
VGG16, MLP, and state-of-the-art MLA.

Performance Evolution
The performance of the classification models was evaluated using a confusion matrix, 
as shown in Figure 11. The evaluation parameters in the confusion matrix are accuracy, 
precision, recall (sensitivity), F1_Score, true-positive (TPi), false-positive (FPi), true-
negative (TNi), false-negative (FNi), and class CK. The subscript ‘k’ indicates the number 
of classes, and ‘i’ values from 0 to ‘K’. PVC1 means predicted values of class C1, and AVC1 
means the actual values of class C1. This study calculated precision, recall, and F1_Score 
over the validation dataset. The training and validation datasets were imbalanced. Thus, 
performance measures, such as accuracy, weighted-average-based precision, recall, and 
F1 score (Sokolov & Lapalme, 2009; Behera et al., 2019), were used to evaluate the 
performance of the classification models. The performance measurements of accuracy, 
W.A.P, W.A.R, and W.A.F1, were defined as follows.

                                                                  (5)

Weighted Average Precession (W.A.P)   =                                     (6)

Weighted Average Recall (W.A.R) =    
                    (7)

Weighted Average F1_Score (W.A.F1) =             (8)
 

 PREDICTED CLASSES  

A
C

TU
A

L 
C

LA
SS

ES
  C1 C2 … CK  

C1 TP1    AVC1  

C2  TP2   AVC1  

… … … … …  

CK    TPK AVC1  

  PVC1 PVC2  PVCK  

Figure 11. Confusion matrix of multi-class
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Experimental setup and hyper-parameter setting

The present experiment was executed on Jupiter notebook support to implement ML and DL 
algorithms in Python 3.6.7. The hardware configuration is given in Table 2. The experiment 
used transfer learning on VGG16 for extracting features and multi-layer perception for 
classification. Table 2 describes the hardware and software configuration used to train a 
proposed model for tomato disease classification.  

Table 2
Machine specifications

S. No Hardware and software Characteristics
1 Memory (RAM) 16 GB

2 Processor Intel(R) Core i7-10875H 
CPU@ 2.30 GHz

3 Graphics (GPU) NVIDIA GeForce RTX 
2070-8GB

4 Operating system Windows 10 and 64 bits

5 Integrated development 
environment (IDE) Jupiter Notebook

Hyperparameters are values determined during an algorithm learning process that were 
optimized to improve the model results. The early stopping condition and dropout ratio 
were applied for activation, and the nodes of the hidden layers were deactivated while 
model training to address the model overfitting problem. The hyperparameters of VGG16 
selected in the classification layer were Relu, softmax activation functions in hidden layers, 
and the output layer. SGD (Stochastic Gradient Descent) optimizer, along with learning 
rate, was 0.0001, dropout was 0.5, decay was 1e-6, momentum was 0.9, patience was 
30, the minimum delta was 0.0001, batch size was 8 and epochs were 97. The selected 
hyperparameters of MLA, such as SVC, were C=10, gamma=0.0001and kernel=‘rfb’. 

VGG16 has three fully connected layers. Among these, two dense layers were 
fully connected and comprised 4096 nodes. The third layer consisted of 10 neurons 
corresponding to the number of classes of the dataset. The final layer was the soft-max 
layer. Hyperparameters, such as activation functions like ‘relu’ and ‘softmax,’ dropout, 
learning rate, decay, momentum, optimizer, batch size, and epochs, are shown in Table 3, 
and hyperparameters of MLA are shown in Table 4.
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Table 3
Hyperparameters of DL

S. No Hyperparameter Values
1 Activation functions Relu, softmax
2 Optimizers SGD, Adam
3 Learning rate 0.1,0.001,0.0001,0.00001
4 Dropout 0.2,0.3,0.4,0.5
5 Decay 1e-3, 1e-4, 1e-5, 1e-6
6 Momentum 0.8,0.9
7 Patience 15,20,30
8 Minimum delta 0.01, 0.001, 0.0001
9 Batch size 8,16,32,64,128,256

10 Epochs 100, 500, 1000

Table 4
Hyper-parameters of machine learning algorithms

S. No Machine learning models Hyperparameter Values

1 ABC
Learning rate [0.01, 0.001,

0.001, 0.0001]
n_estimators [300, 500, 700, 900]

2 DTC

Criterion [Gini, entropy]
max_depth Range (1, 10)

min_samples_leaf Range (1, 5) 
min_samples_split Range (1, 10) 

3 KNN
Metric

[‘minkowski’, 
‘euclidean’,  
‘manhattan’] 

n_neighbors [5, 7, 9, 11, 13, 15] 
Weights [‘uniform’, ‘distance’] 

4 LR

C [100, 10, 1.0, 0.1, 0.01] 
max_iter [100, 500, 700, 900] 
Penalty [l1, l2]

solver [‘newton-cg’, ‘lbfgs’,  
‘liblinear’] 
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Analysis of Experimental Results

The experimental results were analyzed in five steps. In the first step, the model trained 
the three fully connected layers of VGG16, MLP, and MLA on dimension reduction level 
1 of 10783 non-correlated features. In the second step, the model trained the three fully 
connected layers of VGG16, MLP, and MLA on dimension reduction level 2 of 5720 
principal components. In the third step, the model trained the three fully connected layers 
of VGG16, MLP, and MLA on dimension reduction level 3 of 1145 optimal features. In the 
fourth step, the results among the above three-dimension reduction levels were compared, 
and the best level was selected. In the fifth step, the proposed work results were compared 
to the previous study on the same dataset. 

From the first multi-level dimension reduction, the results were obtained from three 
fully connected layers of VGG16, MLP, and MLA of 10783 non-correlated features, 5720 
principal components, and 1145 optimal features, respectively.  

Results of 10783 Non-Correlated Features 

The three fully connected VGG16, MLP, and MLA layers on non-correlated features at 
dimension reduction level 1 are shown in Tables 5, 6, and 7, respectively. 

Table 4 (Continue)

S. No Machine learning models Hyperparameter Values

5 RFC

Criterion [Gini, entropy] 
Max_depth [4, 5, 6, 7, 8]

max_features [‘auto’, ‘log2’,
‘sqrt’, 0.33]

min_samples_leaf Range (1,5) 
min_samples_splt Range (1,10) 

n_estimators [200, 500,700,900]

6 SVC

C [0.1, 1, 10, 100, 1000] 

Gamma [1, 0.1, 0.01, 0.001, 
0.0001] 

Kernel [‘rbf’]

7 XGB

Learning rate [0.01, 0.05, 0.1] 
Max_depth [3, 5, 7, 9]

gamma [0, 0.1, 0.001]
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Table 6 
Results of MLP on 10783 optimal features

Table 5
Results of VGG16 on 10783 non-correlated features

T.T
(H:M:S) T.A (%) T.L V.A (%) V.L

V.S (903)

CP WP

0:23:55 99.94 0.006 94.91 0.18 857 46

W.A.P
(%)

W.A.R
(%) 

W.A.F1
(%) S.S T.P Tr.P N.T.P

95.04 94.91 94.88 465 MB   60,993,546 60,993,546 0 

Note. T.T-Training time; T.A-Training accuracy; T.L-Train loss; V.A-Validation accuracy; V.L-Validation 
loss; V.S-Validation samples; CP-Correct predictions; WP-Wrong predictions; W.A.P-Weighted average 
precession, W.A.R- Weighted average recall; W.A.F1_score- Weighted average F1_Score; S.S-Storage space; 
T.P-Total parameters; Tr. P-Trainable parameters; N.T.P- Non-trainable parameters

T.T
(H:M:S) T.A (%) T.L V.A (%) V.L

V.S (903)

CP WP

0:14:49 100.0 0.001 94.80 0.17 856 47

W.A.P
(%)

W.A.R
(%) 

W.A.F1
(%) S.S T.P Tr.P N.T. P

94.93 94.80 94.80 88.3 MB 11,572,746 11,572,746 0

Note. T.T-Training time; T.A-Training accuracy; T.L-Train loss; V.A-Validation accuracy; V.L-Validation 
loss; V.S-Validation samples; CP-Correct predictions; WP-Wrong predictions; W.A.P-Weighted average 
precession, W.A.R- Weighted average recall; W.A.F1_score- Weighted average F1_Score; S.S-Storage space; 
T.P-Total parameters; Tr. P-Trainable parameters; N.T.P- Non-trainable parameters

Table 7
Results of MLA on 10783 optimal features

Classification
model

Training
time 

(H: M:S) 

Training
accuracy 

(%)

validation
accuracy 

(%)

Total 
validation 
samples 

(903)

W.A.P
(%)

W.A.R
(%) 

W.A.F1
(%) 

Storage 
space

CP WP

LR 0:03:43 98.81 94.35 852 51 94.41 94.35 94.32 843 KB

RFC 2:20:09 100.0 82.17 742 161 82.38 82.17 80.52 107 MB 

DTC 0:03:10 59.77 54.93 496 407 50.62 54.93 51.60 18.1 KB 
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Results of 5720 Principal Components

The three fully connected layers of VGG16, MLP, and MLA were applied on non-correlated 
features at dimension reduction level 2, and the results are shown in Tables 8, 9, and 10, 
respectively. 

Table 8  
Results of VGG16 on 5720 principal components

Classification
model

Training
time 

(H: M:S) 

Training
accuracy 

(%)

validation
accuracy 

(%)

Total 
validation 
samples 

(903)

W.A.P
(%)

W.A.R
(%) 

W.A.F1
(%) 

Storage 
space

CP WP

ABC 0:35:59 40.80 40.53 366 537 42.71 40.53 30.81 173 KB 

KNN 0:00:37 100.0 84.50 763 140 85.82 84.50 83.57 2.05 GB 

SVC 0:42:40 99.16 95.13 859 44 95.23 95.13 95.12 328 MB 

XGB 0:41:58 100.0 92.13 832 71 92.08 92.14 92.03 3.71 MB 

Table 7 (Continue)

Note. T.T-Training time; T.A-Training accuracy; T.L-Train loss; V.A-Validation accuracy; V.L-Validation 
loss; V.S-Validation samples; CP-Correct predictions; WP-Wrong predictions; W.A.P-Weighted average 
precession, W.A.R- Weighted average recall; W.A.F1_score- Weighted average F1_Score; S.S-Storage space; 
T.P-Total parameters; Tr. P-Trainable parameters; N.T.P- Non-trainable parameters

T.T
(H:M:S) T.A (%) T.L V.A (%) V.L

V.S (903)
CP WP

0:30:04 100.0 0.006 95.13 0.15 859 44

W.A.P
(%)

W.A.R
(%) 

W.A.F1
(%) S.S T.P Tr.P N.T.P

95.22 95.13 95.11 307 MB 40,255,498 40,255,498 0

Note. T.T-Training time; T.A-Training accuracy; T.L-Train loss; V.A-Validation accuracy; V.L-Validation 
loss; V.S-Validation samples; CP-Correct predictions; WP-Wrong predictions; W.A.P-Weighted average 
precession, W.A.R- Weighted average recall; W.A.F1_score- Weighted average F1_Score; S.S-Storage space; 
T.P-Total parameters; Tr. P-Trainable parameters; N.T.P- Non-trainable parameters

Table 9 
Results of MLP on 5720 principal components

T.T
(H: M:S) T.A (%) T.L V.A (%) V.L

V.S (903)
CP WP

0:04:06 99.99 0.002 95.24 0.18 860 43
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Results of 1145 Optimal Features

The three fully connected layers of VGG16, MLP, and MLA were applied on non-correlated 
features at dimension reduction level 2, and the results are shown in Tables 11, 12, and 
13, respectively.  

W.A.P
(%)

W.A.R
(%) 

W.A.F1
(%) S.S T.P Tr.P N.T.P

95.33 95.24 95.22 60.8 MB 7,967,754 7,967,754 0

Table 9 (Continue)

Note. T.T-Training time; T.A-Training accuracy; T.L-Train loss; V.A-Validation accuracy; V.L-Validation 
loss; V.S-Validation samples; CP-Correct predictions; WP-Wrong predictions; W.A.P-Weighted average 
precession, W.A.R- Weighted average recall; W.A.F1_score- Weighted average F1_Score; S.S-Storage space; 
T.P-Total parameters; Tr. P-Trainable parameters; N.T.P- Non-trainable parameters

Table 10
Results of MLA at 5720 components

Classification
Model

Train
time 

(H: M:S) 

Training
accuracy 

(%)

Validation
accuracy 

(%)

Total 
validation 
samples 

(903)

W.A.P
(%)

W.A.R
(%) 

W.A.F1
(%) 

Storage 
space

CP WP

LR 0:04:11 98.91 93.24 842 61 93.23 93.24 93.18 447 KB 

RFC 2:09:01 99.98 75.19 679 224 75.05 75.19 73.26 119 MB 

DTC 0:03:12 59.11 59.03 533 370 54.61 59.03 55.65 18.1 KB 

ABC 0:35:12 40.94 41.75 377 526 27.79 41.75 30.67 173 KB 

KNN 0:00:15 100.0 84.61 764 139 86.06 84.61 93.73 1.08 GB 

SVC 0:26:37 99.07 95.13 859 44 95.23 95.13 95.12 329 MB 

XGB 0:44:11 100.0 86.05 777 126 85.94 86.05 85.49 4.63 
MB 

Note. T.T-Training time; T.A-Training accuracy; T.L-Train loss; V.A-Validation accuracy; V.L-Validation 
loss; V.S-Validation samples; CP-Correct predictions; WP-Wrong predictions; W.A.P-Weighted average 
precession, W.A.R- Weighted average recall; W.A.F1_score- Weighted average F1_Score; S.S-Storage space; 
T.P-Total parameters; Tr. P-Trainable parameters; N.T.P- Non-trainable parameters
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Table 12
Results of MLP on 1145 optimal features

Table 11
Results of VGG16 on 1145 optimal features

T.T
(H:M:S) T.A (%) T.L V.A (%) V.L

V.S (903)

CP WP

0:58:37 100.0 0.0016 95.79 0.15 865 38

Note. T.T-Training time; T.A-Training accuracy; T.L-Train loss; V.A-Validation accuracy; V.L-Validation 
loss; V.S-Validation samples; CP-Correct predictions; WP-Wrong predictions; W.A.P-Weighted average 
precession, W.A.R- Weighted average recall; W.A.F1_score- Weighted average F1_Score; S.S-Storage space; 
T.P-Total parameters; Tr. P-Trainable parameters; N.T.P- Non-trainable parameters

W.A.P
(%)

W.A.R
(%) 

W.A.F1
(%) 

S.S T.P Tr.P N.T. P

95.88 95.79 95.80 164 MB 21,516,298 21,516,298 0

T.T
(H: M:S) T.A (%) T.L V.A (%) V.L

V.S (903)
CP WP

0:04:59 99.98 0.0067 95.68 0.16 864 39

W.A.P
(%)

W.A.R
(%) 

W.A.F1
(%) S.S T.P Tr.P N.T.P

95.71 95.68 95.66 115 MB 15,193,098 15,193,098 0

Note. T.T-Training time; T.A-Training accuracy; T.L-Train loss; V.A-Validation accuracy; V.L-Validation 
loss; V.S-Validation samples; CP-Correct predictions; WP-Wrong predictions; W.A.P-Weighted average 
precession, W.A.R- Weighted average recall; W.A.F1_score- Weighted average F1_Score; S.S-Storage space; 
T.P-Total parameters; Tr. P-Trainable parameters; N.T.P- Non-trainable parameters

Table 13
Results of MLA at 1145 optimal features

Classification
model

Training
time 

(H:M:S) 

Train
accuracy 

(%)

Validation
accuracy 

(%)

Total 
validation 
samples 

(903)

W.A.P
(%)

W.A.R
(%) 

W.A.F1
(%) 

Storage 
space

CP WP

LR 0:00:46 96.43 92.91 839 64 92.86 92.91 92.83 90.3 
KB 

RFC 0:25:29 99.96 77.30 698 205 78.49 77.30 75.45 125 
MB 
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Classification
model

Training
time 

(H:M:S) 

Train
accuracy 

(%)

Validation
accuracy 

(%)

Total 
validation 
samples 

(903)

W.A.P
(%)

W.A.R
(%) 

W.A.F1
(%) 

Storage 
space

CP WP

DTC 0:00:36  59.11 59.02 533 370 54.59 59.03 55.64 18.1 
KB 

ABC 0:06:38  40.95 41.75 377 526 27.79 41.75 30.67 173 
KB 

KNN 0:00:02 100.0 85.94 776 127 87.09 85.94 85.19 223 
MB 

SVC 0:02:51 97.97 94.35 852 51 94.44 94.35 94.35 60.9 
MB 

XGB 0:08:43 100.0 87.04 786 87 86.80 87.04 86.59 4.74 
MB 

Table 13 (Continue)

Note. T.T-Training time; T.A-Training accuracy; T.L-Train loss; V.A-Validation accuracy; V.L-Validation 
loss; V.S-Validation samples; CP-Correct predictions; WP-Wrong predictions; W.A.P-Weighted average 
precession, W.A.R- Weighted average recall; W.A.F1_score- Weighted average F1_Score; S.S-Storage space; 
T.P-Total parameters; Tr. P-Trainable parameters; N.T.P- Non-trainable parameters

Tables 14 and 15 and Figure 12 show the comparison between the without and with 
dimension reduction results and the optimal results of the highest validation accuracy 
of 95.79% and weighted average F1_Score of 95.80% obtained at level 3 of dimension 
reduction by three fully connected (fc) layers of VGG16. Training and validation loss curves 
of 3fc of VGG16 and MLP without and with dimensional reduction levels are shown in 
Figures 13(a) to (d). The lowest validation loss was identified at level 3 by 3fc of VGG16 
in Figure 13(d). Similarly, the training and validation accuracy curves of 3fc of VGG16 and 
MLP without and with dimension reduction levers are shown in Figures 14(a) to (d). The 
highest validation accuracy of 95.79% was identified at level 3 by 3fc of VGG16, as shown 
in Figure 14(d). The confusion matrix of 3fc of VGG16, SVC, and MLP without and with 
dimension reduction levels are shown in Figures 15(a) to (e). Of the 906 validation samples 
of images (0.05%), 865 correct predictions (CP) and 38 wrongly predicted (WP) samples 
are identified in level 3 by 3fc of VGG16 and shown in Figure 15(e). The classification 
reports of 3fc of VGG16, SVC, and MLP without and with dimension reduction levels 
are shown in Figures 16(a) to 16(e). The optimal results of VGG16 are precession, recall, 
and f1_scores are shown in Figure 16(e).
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Table 14
Comparing the performance measure of classification models at three different dimension reduction levels, 
including without dimension reduction 
Dimension 
reduction

level

Features/ 
components

Model Training 
accuracy

Training
loss

Validation
accuracy

Validation
loss

Weighted 
average 

F1_score
0 25088 VGG16 99.91 0.0125 94.80 0.18 94.82
1 10783 SVC 99.16 - 95.13 - 95.12
2 5720 MLP 99.99 0.002 95.24 0.17 95.22
3 1145 MLP 99.98 0.0067 95.68 0.16 95.66
3 1145 VGG16 100.0 0.0016 95.79 0.15 95.80

Table 15 
Comparing the parameters, training time, and storage space of classification models at three different dimension 
reduction levels, including without dimension reduction 

Dimension 
reduction

level

Validation 
samples-903 

(0.05%) 

Training 
time

(HH:MM:SS)

Total 
parameters 

Trainable 
parameters

Non-
trainable 

parameters

Storage 
Space 
(MB)

CP WP

0 856 47 23:30:33 134,301,514 119,586,826 14,714,688 968 

1 859 44 0:42:40 - - - 626 

2 860 43 0:04:06 21,967,754 21,967,754 0 260 

3 864 39 0:04:59 15,193,098 15,193,098 0 115 

3 865 38 0:58:37 21,516,298 21,516,298 0 164 

94.8

95.13
95.24

95.68
95.79

94.82

95.12
95.22

95.66
95.8

94.2

94.4

94.6

94.8

95

95.2

95.4

95.6

95.8

96

VGG16 SVC Custom MLP Custom MLP VGG16

25088 10783 5720 1145 1145

Sc
or

e

Models with no.of Features
Validation Score W.A.F1

Figure 12. Comparison of results at three different dimension reduction levels
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Figure 13. Training and validation loss: (a) without dimensionality reduction; (b) at principal components 
5720 by MLP; (c) at optimal features 1145 by MLP; (d) at optimal features 1145 VGG16

(a) (b) (c) (d)

(a) (b) (c) (d)
Figure 14. Training and validation accuracy: (a) without dimensionality reduction; (b) at principal components 
5720 by MLP; (c) at optimal features 1145 by MLP; (d) at optimal features 1145 by VGG16  

 

 Confusion Matrix of VGG16 at extracted features 25088  
(Without dimension reduction)   

T
R

U
E

  
L

A
B

E
L

S
 

T. B 414 7 0 0 0 0 0 4 0 0 
T. E 3 187 2 2 0 4 0 2 0 0 

T. L 2 187 2 2 0 4 0 2 0 0 

T. Le 2 123 239 10 0 3 1 2 0 1 

T. Se 43 106 1 14 178 3 2 2 3 2 

T. Sp 0 13 0 0 0 318 1 3 0 0 

T. T 9 77 0 1 0 45 141 3 0 4 

T.T. Y 6 16 0 0 0 2 0 1047 0 0 

T.M 0 3 0 9 1 3 0 0 58 0 

T. H 2 3 0 0 0 3 0 0 0 310 

  T. B T. E T. L T. Le T. Se T. Sp T. T T.T. Y T.M T. H 

 PREDICTED  LABELS 

  Confusion Matrix of SVC at Non-correlated feature 10783  
 

 T
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 L
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E

L
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T. B 106 0 0 0 0 0 0 0 0 0 
T. E 1 38 3 2 0 0 4 2 0 0 
T. L 0 9 83 3 0 0 0 1 0 0 
T. Le 0 0 0 46 0 0 0 0 0 0 
T. Se 0 1 2 4 80 0 0 1 0 0 
T. Sp 0 1 0 0 0 79 3 0 0 0 
T. T 0 0 1 0 0 4 64 0 0 0 

T.T. Y 0 0 0 0 0 1 0 266 0 0 
T.M 0 0 0 0 0 0 0 0 18 0 
T. H 0 0 0 0 0 0 0 0 0 79 

  T. B T. E T. L T. 
Le 

T. 
Se 

T. 
Sp 

T. 
T 

T.T. 
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T.M T. H 

 PREDICTED LABELS 
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  Confusion Matrix of MLP at Principal components 5720  
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T. B 106 0 0 0 0 0 0 0 0 0 
T. E 1 38 1 2 0 0 6 2 0 0 
T. L 0 5 85 2 1 0 1 0 0 1 
T. Le 0 0 0 46 0 1 0 0 0 0 
T. Se 0 2 1 3 81 0 0 1 0 0 
T. Sp 0 1 0 0 0 78 4 0 0 0 
T. T 0 1 0 0 1 3 63 0 0 2 

T.T. Y 0 0 0 1 0 0 0 266 0 0 

T.M 0 0 0 0 0 0 0 0 18 0 
T. H 0 0 0 0 0 0 0 0 0 79 

  T. B T. E T. L T. 
Le 

T. 
Se 

T. 
Sp 

T. 
T 

T.T. 
Y 

T.M T. H 

 PREDICTED LABELS 

 

 Confusion Matrix of MLP at optimal features 1145  

T
R

U
E

  
L

A
B

E
L

S
 

T. B 105 0 0 0 1 0 0 0 0 0 
T. E 1 42 2 0 1 0 2 1 0 1 

T. L 0 4 86 3 0 0 1 0 0 1 

T. Le 0 0 0 45 1 1 0 0 0 0 

T. Se 0 1 1 3 81 0 0 1 1 0 

T. Sp 0 1 0 0 0 78 3 0 0 1 

T. T 0 0 0 0 1 3 63 0 0 3 

T.T. Y 0 0 0 0 0 0 0 267 0 0 

T.M 0 0 0 0 0 0 0 0 18 0 

T. H 0 0 0 0 0 0 0 0 0 79 

  T. B T. E T. L T. Le T. Se T. Sp T. T T.T. Y T.M T. H 

 PREDICTED  LABELS 

(c) (d)
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 Confusion Matrix of VGG16 at optimal features 1145  
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T. B 105 0 0 0 1 0 0 0 0 0 
T. E 1 44 1 0 0 0 2 1 0 1 

T. L 0 7 86 2 0 0 0 0 0 0 

T. Le 0 0 0 45 1 1 0 0 0 0 

T. Se 0 1 3 3 80 0 0 1 0 0 

T. Sp 0 1 0 0 0 79 3 0 0 0 

T. T 0 1 0 0 1 4 63 0 0 1 

T.T. Y 0 0 0 1 0 0 0 266 0 0 

T.M 0 0 0 0 0 0 0 0 18 0 

T. H 0 0 0 0 0 0 0 0 0 79 

  T. B T. E T. L T. Le T. Se T. Sp T. T T.T. Y T.M T. H 

 PREDICTED  LABELS 

(e)
Figure 15. Confusion matrices: (a) VGG16 without dimension reduction; (b) SVC at non correlated feature 
10783; (c) MLP at principal components 5720; (d) MLP at optimal features 1145; (e) VGG16 at optimal 
features 1145.                                         
Note. T.B=Tomato Bacterial spot; T.E=Tomato Early blight; T.L=Tomato Late blight; T.Le=Tomato_ 
Leaf Mold; T.Se=Tomato_Septoria_leaf_spot; T.Sp=Tomato_Spider_mites Two-spotted_spider_mite; 
T.T=Tomato_Target Spot; T.T.Y=Tomato Tomato Yellow_Leaf_Curl_Virus; T.M=Tomato Tomato mosaic 
virus; T.H=Tomato_healthy 

 

Classification Report of VGG16 at extracted features 25088  
(Without dimension reduction)  

Classes Precision Recall  F1_Score Support 
T. B 0.9906 0.9906 0.9906 106 
T. E 0.7407 0.8000 0.7692 50 
T. L 0.9630 0.8211 0.8864 95 
T. Le 0.7966 1.0000 0.8868 47 
T. Se 0.9643 0.9205 0.9419 88 
T. Sp 0.9412 0.9639 0.9524 83 
T. T 0.9130 0.9000 0.9065 70 

T.T. Y 0.9888 0.9963 0.9925 267 
T.M 1.0000 1.0000 1.0000 18 
T. H 1.0000 0.9873 0.9936 79 

     
Accuracy   0.9480 903 

Macro AVG 0.9298 0.9380 0.9320 903 
Weighted AVG 0.9511 0.9480 0.9482 903 

 
Classification Report of SVC at Non-correlated feature 10783  

Classes Precision Recall  F1_Score Support 
T. B 0.9907 1.0000 0.9953 106 
T. E 0.7755 0.7600 0.7677 50 
T. L 0.9326 0.8737 0.9022 95 
T. Le 0.8364 0.9787 0.9020 47 
T. Se 1.0000 0.9091 0.9524 88 
T. Sp 0.9405 0.9518 0.9461 83 
T. T 0.9014 0.9143 0.9078 70 

T.T. Y 0.9815 0.9963 0.9888 267 
T.M 1.0000 1.0000 1.0000 18 
T. H 1.0000 1.0000 1.0000 79 

     
Accuracy   0.9513 903 

Macro AVG 0.9359 0.9384 0.9362 903 
Weighted AVG 0.9523 0.9513 0.9512 903 

(a) (b)

 

Classification Report of MLP at Principal components 5720  

Classes Precision Recall  F1_Score Support 
T. B 0.9907 1.0000 0.9953 106 
T. E 0.8085 0.7600 0.7835 50 
T. L 0.9770 0.8947 0.9341 95 
T. Le 0.8519 0.9787 0.9109 47 
T. Se 0.9759 0.9202 0.9474 88 
T. Sp 0.9512 0.9398 0.9455 83 
T. T 0.8514 0.9000 0.8750 70 

T.T. Y 0.9888 0.9963 0.9925 267 
T.M 1.0000 1.0000 1.0000 18 
T. H 0.9634 1.0000 0.9814 79 

     
Accuracy   0.9524 903 

Macro AVG 0.9359 0.9390 0.9365 903 
Weighted AVG 0.9533 0.9524 0.9522 903 

 
Classification Report of MLP at optimal features 1145  

Labels Precision Recall  F1_Score Support 
T. B 0.9906 0.9906 0.9906 106 
T. E 0.8750 0.8400 0.8571 50 
T. L 0.9663 0.9053 0.9348 95 
T. Le 0.8824 0.9574 0.9184 47 
T. Se 0.9529 0.9205 0.9364 88 
T. Sp 0.9512 0.9398 0.9455 83 
T. T 0.9130 0.9000 0.9065 70 

T.T. Y 0.9926 1.0000 0.9963 267 
T.M 0.9474 1.0000 0.9730 18 
T. H 0.9294 1.0000 0.9634 79 

     
Accuracy   0.9568 903 

Macro AVG 0.9401 0.9453 0.9422 903 
Weighted AVG 0.9571 0.9568 0.9566 903 

(c) (d)
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Classification Report of VGG16 at optimal features 1145  
Classes Precision Recall  F1_Score Support 

T. B 0.9906 0.9906 0.9906 106 
T. E 0.8148 0.8800 0.8462 50 
T. L 0.9556 0.9053 0.9297 95 
T. Le 0.8824 0.9574 0.9184 47 
T. Se 0.9639 0.9091 0.9357 88 
T. Sp 0.9405 0.9518 0.9461 83 
T. T 0.9265 0.9000 0.9130 70 

T.T. Y 0.9925 0.9963 0.9944 267 
T.M 1.0000 1.0000 1.0000 18 
T. H 0.9753 1.0000 0.9875 79 

     
Accuracy   0.9579 903 

Macro AVG 0.9442 0.9490 0.9462 903 
Weighted AVG 0.9588 0.9579 0.9580 903 

(e)
Figure 16. Classification reports: (a) VGG16 without dimension reduction; (b) SVC at non correlated feature 
10783; (c) MLP at principal components 5720; (d) MLP at optimal features 1145; (e) VGG16 at optimal 
features 1145
Note. T.B=Tomato Bacterial spot; T.E=Tomato Early blight; T.L=Tomato Late blight; T.Le=Tomato_ 
Leaf Mold; T.Se=Tomato_Septoria_leaf_spot; T.Sp=Tomato_Spider_mites Two-spotted_spider_mite; 
T.T=Tomato_Target Spot; T.T.Y=Tomato Tomato Yellow_Leaf_Curl_Virus; T.M=Tomato Tomato mosaic 
virus; T.H=Tomato_healthy

Table 16
Comparison of the performance measures of proposed models with previous models on 18169 images of the 
tomato dataset 

Methods Training
accuracy 

(%)

Train
loss

Validation
accuracy 

(%)

Validation
loss

Weighted 
average 

F1_score 
(%)

DNN (Gadekallu et al., 2021) 99 NA 94 NA NA
Variation of the LeNet
(Tm et al., 2018)

99.3 NA 94.8 NA 94.81

Squeeze Net
(Durmus et al., 2017)

NA NA 94.3 NA NA

AlexNet (Durmus et al., 2017) NA NA 95.65 NA NA
Filter+PCA+Boruta 
(proposed)+MLP

99.98 0.0067 95.68 0.16 95.66

Filter+PCA+Boruta 
(proposed)+VGG16

100.0 0.0016 95.79 0.15 95.80
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Table 17
Comparison of the parameters, training time, and storage space of proposed models to previous models on 
18169 images of the tomato dataset 

Methods Total
parameters

Trainable 
parameters

Non-
Trainable 

parameters

Train
Time

(HH:MM: 
SS)

Storage
Space 
(MB)

DNN (Gadekallu et al., 
2021)

NA NA NA NA  NA 

variation of the LeNet 
(Tm et al., 2018)

NA NA NA NA NA

Squeeze Net (Durmus 
et al., 2017)

NA NA NA NA 2.9 

AlexNet (Durmus et al. 
2017)

NA NA NA NA 227.6 

Filter+PCA+Boruta 
(proposed)+MLP

15,193,098 15,193,098 0 0:04:59 115 

Filter+PCA+Boruta 
(proposed)+VGG16

21,516,298 21,516,298 0 0:58:37 164 

94
94.3

95.65 95.68 95.79

93
93.5

94
94.5

95
95.5

96

DNN Seqeeze Net AlexNet Proposed(MLP) Proposed(VGG16)

Va
lid

at
io

n 
Sc

or
e

Deep Learning Models

Figure 17. Comparison of the validation accuracy of the proposed models with previous models

Comparison of the Validation Accuracy of the Proposed Model with Previous 
Models

The performance of the proposed models was compared to the previously proposed DL 
models: DNN, SeqeezeNet, and AlexNet. Figure 17 shows the comparison of the proposed 
model to previous models on tomato images of the Plant Village dataset. Tables 16 and 
17 show the comparison output of proposed models with previously developed models of 
train accuracy, train loss, validation accuracy, validation loss, weighted average f1_score, 
trainable parameters, non-trainable parameters, and storage space. The highest validation 
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accuracy of 95.68% and 95.79% and the highest weighted average F1_score of 95.66% and 
95.80% were obtained in the proposed multi-level dimension algorithm by MLP and 3fc 
of VGG16, respectively. The validation accuracy of the proposed models was improved 
compared to that of the previous models, such as DNN (94%), SqueezeNet (94.3%), and 
AlexNet (95.65%). 

CONCLUSION 

In the present study, multi-level dimensionality reduction-based algorithms, Filter and PCA, 
and Boruta feature methods were developed to obtain optimal features. The classification 
performance of VGG16, MLP, and MLA was compared at each level of optimal features. 
Finally, it was concluded that level 3 of dimension reduction provides 1145 optimal features, 
recorded as the best among all the previous studies. MLP and VGG16 provided the best 
validation accuracy of 95.68% and 95.79%, respectively. 

FUTURE RESEARCH DIRECTION

The present study examined the prediction of tomato leaf diseases based on the proposed 
multi-level dimension reduction algorithm. Therefore, in future studies, a robust model 
may be developed by adding other dimension reduction techniques, such as particle swarm 
optimization (PSO), linear discernment analysis (LDA), and autoencoders to overcome 
the overfitting problem and identify the diseases in plants, crops, and vegetables based on 
the images and prevent crop loss at an early stage in favor of farmers. A minor limitation 
in the proposed approach is that the Filter method for identifying non-correlated features 
and the Boruta feature selection algorithm for obtaining the optimal features are time-
consuming processes.
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ABSTRACT

This study aims to propose sixth-order two-derivative improved Runge-Kutta type 
methods adopted with exponentially-fitting and trigonometrically-fitting techniques 
for integrating a special type of third-order ordinary differential equation in the form 

.  The procedure of constructing order conditions comprised 
of a few previous steps, k-i for third-order two-derivative Runge-Kutta-type methods, has 
been outlined. These methods are developed through the idea of integrating initial value 
problems exactly with a numerical solution in the form of linear composition of the set 
functions and for exponentially fitted and and for trigonometrically-
fitted with . Parameters of two-derivative Runge-Kutta type method are adapted 
into principle frequency of exponential and oscillatory problems to construct the proposed 
methods. Error analysis of proposed methods is analysed, and the computational efficiency 

of proposed methods is demonstrated in 
numerical experiments compared to other 
existing numerical methods for integrating 
third-order ordinary differential equations 
with an exponential and periodic solution.

Keywords: Exponentially-fitted, third-order ordinary 

differential equations, trigonometrically-fitted, two-

derivative runge-kutta methods 
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INTRODUCTION

Third-order ordinary differential equations (ODEs) are widely applied in the fields of 
engineering and physic, such as thermohaline convection, incompressible Newtonian fluid, 
turbulent transport of viscoelastic fluids in penetrable channels, jerk mechanical system 
with jerk curves, thin film flow systems and other disciplines (Herrera, 2019; Allogmany 
& Ismail, 2020). 

This article focuses on developing an improved two-derivative Runge-Kutta type 
method with exponentially and trigonometrically fitting techniques based on frequency 
evaluation for integrating third-order ODEs with exponential or oscillatory solution 
(Equation 1).

, .

   
                            (1)

In recent, many research are widely studied by researchers regarding the characteristics 
of solutions with frequency-dependent properties and the development of efficient 
methods to solve ODEs with exponential and oscillatory solutions to illustrate the model 
of application problems such as orbital mechanics, molecular dynamics and electronics, 
Van der Pol’s equations, Kepler’s problem in a dynamical system, Bessel equations and 
harmonic oscillator (Franco & Randez, 2018; Ahmad et al., 2020).  

Simos and Williams (1999) constructed exponentially and trigonometrically fitted 
Runge-Kutta methods with order three for solving the Schrödinger equation. The numerical 
results proved the efficiency of the proposed methods. Then, Zhang et al. (2013) extended 
Simos and Williams’ works by proposing fifth-order trigonometrically fitted two-derivative 
Runge-Kutta (TDRK) methods for solving the Schrödinger equation. The stability and 
phase properties of the proposed methods are investigated. Some research concentrate on 
solving application problems through TDRK methods. Chen et al. (2015) applied newly 
developed TDRK method oscillatory properties in integrating oscillatory genetic regulatory 
systems, which is important to illustrate the chemical reaction in living cells. Monovasilis 
and Kalogiratou (2021) developed amplification-fitted and phase-fitted seventh-order 
TDRK methods with frequency-reliant coefficients. Proposed methods are built based on 
minimised dispersion and dissipation error, leading to high efficiency in solving Stiefel 
and Bettis and harmonic oscillator problems. 

Also, some research is on constructing direct methods with exponential and 
trigonometric fitting techniques for integrating high-order ODEs with exponential and 
trigonometric solutions. D’Ambrosio et al. (2014) revised the multistage Runge-Kutta-
Nyström method with the exponentially-fitting technique for integrating special second-
order ODEs with periodic or oscillatory solutions. Demba et al. (2016) applied the Simos 
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technique in developing the symplectic explicit Runge-Kutta-Nyström method with a 
trigonometrically-fitting technique. Mei et al. (2017) implemented finite-energy conditions 
into the traditional Runge-Kutta-Nyström method to solve nonlinear wave equations. 
Zhai et al. (2018) constructed implicit symplectic and symmetric and exponentially-fitted 
Runge-Kutta-Nyström with linear combinations of exponential functions to solve second-
order oscillatory problems. Two years later, Samat and Ismail (2020) derived a four-stage 
explicit sixth-order hybrid method with variable steps based on a trigonometrically-fitting 
technique. Demba et al. (2020) developed 5(3) embedded explicit Runge-Kutta-Nyström 
methods with an exponentially-fitting technique to reduce the computational cost in error 
estimation for solving special second-order ODEs with a periodic solution. The variable 
step-size technique is utilised for the derivation of the methods, and the numerical results 
proved the efficiency of the methods by generating more accurate results than other existing 
methods.

Some researchers are interested in developing the Improved Runge-Kutta (IRK) 
method, which comprises a few previous terms in the formulation to compute the future 
value. Several previous terms, such as b-i and k-i are inserted in the formulation to improve 
the method’s accuracy in numerical integration. Rabiei (2011) proposed the improved 
Runge-Kutta methods and attained an order of up to five. Later, the stability of the 
methods was discussed as well. Rabiei and Ismail (2012) also constructed the improved 
Runge-Kutta method for solving first and second ODEs by presenting the new terms k-i, 
which is the previous step of ki. Another modified, improved Runge-Kutta fifth-order five-
stage technique is proposed by Senthilkumar et al. (2013) to solve a second-order robot 
arm problem. The study illustrates the importance of improved methods of visualising 
application problems. IRK method is not only used to solve first-order ODEs, but some 
researchers utilised IRK method to solve high-order ODEs or other types of differential 
equations. Hussain et al. (2017) emphasised solving high-order ODEs, and they developed 
a fourth-order improved RK method with a lower number of function evaluations for 
solving third-order ODEs directly. The stability polynomial of the proposed method was 
studied, and the great numerical performance of the method was proved by yielding a 
low maximum absolute error. Tang and Xiao (2020) modified the classical IRK methods 
into improved Runge-Kutta-Chebyshev methods based on spatial discretisation of partial 
differential equations (PDEs). The width of the stability domain increased significantly, 
and the proposed methods are applied to solve several numerical problems, including 
advection-diffusion-reaction equations with dominating advection.

However, there is no improved two-derivative Runge-Kutta type method with 
exponentially and trigonometrically fitting techniques developed in the current research field 
for solving high-order ODEs. Thus, we propose a three-stage sixth-order explicit improved 
two-derivative Runge-Kutta type method with exponentially and trigonometrically fitting 
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techniques, denoted as EFIRKT6 and TFIRKT6 methods, to solve third-order ODEs 
with exponential and oscillatory solutions. Nonoscillatory and oscillatory properties of 
third-order ODEs are discussed. We developed order conditions for an improved TDRKT 
method. Then, exponentially-fitted and trigonometrically-fitted improved TDRKT 
methods are derived by adapting a linear combination of frequency-dependent coefficients 
and constructed EFIRKT6 and TFIRKT6 methods. Analysis of error for EFIRKT6 and 
TFIRKT6 methods was discussed. The numerical performance of EFIRKT6 and TFIRKT6 
methods and other existing numerical methods are shown. This article ends with a 
discussion and conclusion.

METHODOLOGY

The explicit three-stage sixth-order two-derivative improved Runge-Kutta type method 
with exponentially and trigonometrically fitting techniques are proposed. Here we introduce 
the criteria for achieving nonoscillatory and oscillatory properties of third-order ordinary 
differential equations.

Oscillatory and Nonoscillatory Standard for Third-Order Linear Differential 
Equations

The oscillatory and nonoscillatory standards for third-order ordinary differential equations  
are mentioned as follows (Lee et al., 2020):

               (2)

Equation 2 consists of an oscillatory solution if both α(t) and β(t) are constant, negative 
and fulfil the following requirement in Equation 3:

.       (3)

then two linear independent oscillatory solutions exist, and zeroes of any oscillatory 
solutions are split in which the oscillatory solution of Equation 2 is a linear combination 
of them (Lazer, 1966). The solution of Equation 2 is oscillatory iff it contains an infinite 
number of zeroes in (0, +∞) and nonoscillatory iff it contains a finite number of zeroes in 
(0, +∞). We focus on β(t) = 0 as follow:

1. = , , the solution of characteristic roots equations 
contains exponential function if those equations contain two real solutions and 
one zero.

2. = , ,the solution of characteristic roots equations 
contains an oscillatory function if those equations contain one real solution and 
two conjugate roots.
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Exponentially-Fitted and Trigonometrically-Fitted Two-Derivative Improved 
Runge-Kutta Type Methods

The criteria for developing an explicit two-derivative improved Runge-Kutta type method 
with exponentially and trigonometrically fitting techniques denoted as EFIRKT and 
TFIRKT methods will be proposed. Here we include two parameters, γi and i,into and 

to implement oscillatory properties into the formulation of the two-derivative Runge-
Kutta-type TDIRKT method as in Equation 4.

where
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for i = 1, 2, ..., s.        (4)

The parameters for the TDIRKT method are and i for i 
= 1, 2, ..., s. TDIRKT method is explicit if all = 0 and i ≤ j and elsewhere 
for implicit TDIRKT method. The general TDIRKT method is modified into the form of 
Butcher tableau, which is exhibited in Table 1.

Table 1 
General formulation for TDIRKT methods in butcher tableau

Order Conditions of TDIRKT Method

Order conditions for explicit TDIRKT method up to order 7 are shown in Equations 5 to 17. 

The order conditions of u:

Fifth order:   ,    (5)

Sixth order:   ,     (6)

Seventh order:   ,      (7)

The order conditions of :

Fourth order:   ,      (8)
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Fifth order:  ,             (9)

Sixth order:  ,          (10)

Seventh order:   , ,        (11)

The order conditions of :

Second order:  ,             (12)

Third order:  + ,          (13)

Fourth order:  ,             (14)

Fifth order:  ,           (15)

Sixth order:   , ,       (16)

Seventh order:  , ,

   , , (17)

The coefficients of the improved TDRKT method with three-stages sixth order are shown 
in Table 2 in the form of Butcher tableau (Equation 18).

Table 2 
The improved TDRKT method with a three-stage sixth order

0 0 0 0 0 0

0 0 0

0 0 0
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where

                       (18)

Exponentially-Fitted TDIRKT Method

To develop an exponentially-fitted two-derivative improved Runge-Kutta-type method, 
we integrate eωx and e−ωx at every stage. The relations and 

, we get the following Equations 19 to 21:

,       (19)

,       (20)

,        (21)

Similarly, we integrate eωx and e−ωx corresponding to u, u′ and u,′′ we obtain Equations 
22 to 24. 

   (22)

         (23)

        (24)

where . The relation  and are substituted in Equations 22 to 24.

Here, we obtain hyperbolic functions of v as in Equation 25. 

,
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   (25)

Solving Equations 19 to 21, the coefficients and can be determined 
as Equations 26 to 30:

                 (26)

                     (27)

                    (28)

,        (29)

                          (30)

Then, Equations 26 to 30 are integrated by replacing with Equation 18, and we get the 
terms as in Equation 31.

              



Pertanika J. Sci. & Technol. 31 (2): 843 - 873 (2023)852

Lee Khai Chien, Norazak Senu, Ali Ahmadian and Siti Nur Iqmal Ibrahim

        (31)

Equation 31 can be further modified through Taylor series expansion, yield Equation 32.
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Afterwards, the coefficients in Equation 25 are utilised to obtain parameters 
and through Taylor series expansion, yielding Equation 33.

            

(32)
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where ,  

Trigonometrically-Fitted Improved TDRKT Method

Trigonometrically-fitted improved TDRKT method can be derived by substituting v = wh 
with iwh and solving Equations 19 to 21 to obtain the coefficients.

                     (34)

                  (35)

             (36)

,        (37)

                           
              (38)

Later, Equations 34 to 38 are solved by substituting Equation 18.

(33)
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Equation 39 is then modified through Taylor series expansion, generating Equation 40:

+ 

+

 
 
 

(39)
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+ 

+ 

+

+ 
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+
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(40)

Afterwards, the coefficients in Equation 40 are utilised to obtain parameters 
and through Taylor series expansion, yielding Equation 41.

+ 
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where ,  

As v→0, the coefficients and of the proposed methods will 
return to the coefficients of the original form. It means that both EFIRKT6 and TFIRKT6 
methods have the same error constant as the three-stage, sixth-order improved TDRKT 
method.

Error Analysis of EFIRKT6 and TFIRKT6 Methods

Local truncation errors (LTE) for and for EFIRKT6 and TFIRKT6 
methods are analysed in this part. Here, Taylor series expansion is applied over the step 

+ 

+ 

+ ,

+ ,

(41)
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size, h, for the exact solution, u (tn + h) and its derivatives, and .. Then, 
we get local truncation errors of and as Equation 42:

   
               (42)

where and are the approximation solutions for and .

Both EFIRKT6 and TFIRKT6 methods contain algebraic order p if 

and 

LTE of and of proposed methods are shown as in 
Equations 43 to 45:

(43)

            
               (44)

 
          

(45)
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The order for both EFIRKT6 and TFIRKT6 methods is six since the entire coefficients 
are up to h6 = 0. Thus, LTE = .  By comparison, p = 6.

RESULT AND DISCUSSION

EFIRKT6 and TFIRKT6 methods solve  with exponential or 
oscillatory solutions and application problems. Problems 1 to 4 are third-order exponential 
problems, while problems 5 to 7 are third-order trigonometrical problems. The proposed 
method was also used to test the efficiency in solving the application problem, thin-film 
flow, in problem 8. The proficiency of EFIRKT6 and TFIRKT6 methods are demonstrated 
as they are contrasted with the classic Runge-Kutta method and Runge-Kutta direct methods 
with exponentially-fitted and trigonometrically-fitted techniques. The selected comparative 
methods contain fitting techniques or have similar order to the proposed methods. 
The selected methods as below are compared numerically: 

• EFIRKT6: Three-stage sixth-order explicit improved TDRKT method with 
exponentially-fitting technique.

• TFIRKT6: Three-stage sixth-order explicit improved TDRKT method with 
trigonometrically-fitting technique.

• EFTDRKT6: Exponentially-fitted explicit TDRKT method with three stages sixth-
order, the exponential technique is implemented into the method constructed by 
Lee et al. (2020)

• TFTDRKT6: Trigonometrically fitted explicit TDRKT method with three stages 
sixth-order, the trigonometrical technique is implemented into the method 
constructed by Lee et al. (2020)

• RK6S: Explicit RK method with seven-stage sixth order developed by Al-
Shimmary (2017)

• EFRKT5: Four-stage fifth-order exponential-fitted explicit Runge-Kutta type 
method developed by Ghawadri et al. (2018)

• TFRKT5: Trigonometrically-fitted explicit Runge-Kutta-type method with four 
stages fifth order, developed by Ghawadri et al. (2018)

• ATDRKT6: Trigonometrically-fitted explicit two-derivative Runge-Kutta method 
with four stages sixth order, developed by Ahmad et al. (2019)

Problem 1 (Exponential problem)
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whose analytic solution is 

Problem 2 (Exponential problem)

   

whose analytic solution is 

Problem 3 (Exponential problem)

 

whose analytic solution is 
 

Problem 4 (Exponential problem)

whose analytic solution is 

Problem 5 (Trigonometrical problem)

whose analytic solution is 
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Problem 6 (Trigonometrical problem)

                            
 

whose analytic solution is 
Problem 7 (Trigonometrical problem)

                                

whose analytic solution is 

Problem 8 (Application problem)

Application Problem of Third-Order ODEs-Thin Film Flow

We consider the famous fluid dynamic and engineering problem, the thin film flow of fluid 
transporting over the solid surface. Usually, thin film flow simulates thermal and mass 
transfer, gravity and centrifugal force (Kumar & Singh, 2012). According to Duffy and 
Wilson (1997), thin film flow can describe the dynamic balance between surface tension 
and viscous force in the thin film layer without gravity. Recently, various direct methods 
have been developed to solve particular problems (Ghawadri et al., 2018; Lee et al., 2020; 
Jikantoro et al., 2018; Haweel et al., 2018). The thin film flow problem can be represented 
by Equation 46:

        (46)

where
u(t) implies the cartesian coordinate system in flowing fluid, and we express f(u(t)) in 
various terms: 

                          

Here, we focus on solving the nonlinear thin film flow problem, which is utilised to 
demonstrate the fluid-depleting problem on a torrid surface as Equation 47.

      (47)
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The numerical curve of thin film flow is demonstrated in Figure 1 to exhibit the thin film 
flow model.

Figure 1. Numerical solution curves for thin film flow

For comparison purposes, the classical order 4 Runge-Kutta method with tremendously 
low step size, h = 10-6 is used to compare the selected methods for obtaining numerical 
approximation due to the absence of an exact solution in a thin film flow problem. Figure 
1 exhibits the numerical results of the Runge-Kutta method with step size h = 10-6 in 
solving problem 8. 

Figures 2 to 9 exhibit the performance of selected methods numerically measured 
through the maximum global truncation error against computational time. 

Figure 2. Numerical curves of selected methods of problem 1 with 
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Figure 3. Numerical curves of selected methods of problem 2 with 

Figure 4. Numerical curves of selected methods of problem 3 with 
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Figure 5. Numerical curves of selected methods of problem 4 with 

Figure 6. Numerical curves of selected methods of problem 5 with 
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Figure 7. Numerical curves of selected methods of problem 6 with h = 0.25, 0.2, 0.1, 0.05, 0.025 

Figure 8. Numerical curves of selected methods of problem 7 with 
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Figure 9. Numerical curves of selected methods of a thin film flow problem

The proposed methods, TDRKT methods fitting techniques are used to contrast with 
other existing numerical methods in solving third-order ordinary initial value problems 
with exponential and trigonometrical solutions based on a maximum global error against 
computation time. The numerical results are plotted in Figures 2 to 9. The numerical 
approach solves the selected problems by taking step size with smaller values for subsequent 
approximation and comparing the solutions to illustrate the convergence performance and 
accuracy curves obtained by all selected methods. Global errors obtained by all methods are 
getting lesser when the step size becomes smaller. It is because the local truncation error 
in approximating the numerical problem is reduced when the step size becomes smaller 
and causes the accuracy for the next approximation to become higher. Improved Runge-
Kutta comprises the previous step in the function evaluation, which highly improves the 
method’s accuracy. Hence, the results in Figures 2 to 5 clearly show that the EFIRKT6 
method outperforms EFTDRKT6, RKS6 and EFRKT5 methods for solving exponential 
third-order ODEs by yielding the lowest maximum global error in similar time computation 
with the same step size. RKS6 acquires a higher number of function evaluations because 
it requires converting higher-order differential equations into three first-order differential 
equations and solving them subsequently. Meanwhile, the complexity of function evaluation 
of the RK6 method is the least compared to the other three selected methods, causing the 
computation time is not too large comparatively. The complexity of each function evaluation 
for EFIRKT6 methods is higher than other existing methods because of the inclusion of 
derivative of f-evaluation; however, due to the advantage of a low number of function 
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evaluations and the extremely low global error, EFIRKT6 method is the best-performed 
method among the selected methods by generating the least maximum global error with 
similar computational time.

In addition, the TFIRKT6 method performs better than TFTDRKT6, ARK6 and 
TFRKT5 methods by obtaining the least maximum global error in integrating third-order 
ODEs with the oscillatory solution shown in Figures 6 to 8. The numerical curves are 
displayed in Figures 6 to 8 as the logarithms of maximum global errors are plotted against 
the computational time in seconds. Maximum global error obtained by all selected methods 
reduces readily as the step size becomes lower due to the convergence property acquired 
by all methods. Even though the complexity of the function for the TFIRKT6 method 
is higher compared to other methods, the number of function evaluations is one of the 
lowest in all selected methods, leading to low computation time. Improved Runge-Kutta-
type methods collocate with the fitting technique have the largest advantage in accuracy 
compared to other methods due to the inclusion of a few previous steps in approximating 
the next term. In dealing with third-order application problems, the EFIRKT6 method is 
more proficient than the selected existing methods in solving thin film flow problems by 
generating the least maximum global error for all step sizes compared to existing methods.

CONCLUSION

In this article, we combined two-derivative Runge-Kutta-type methods with exponentially 
and trigonometrically-fitting techniques by developing exponentially-fitted and 
trigonometrically-fitted explicit improved two-derivative Runge-Kutta type methods with 
three-stage sixth-order denoted as EFIRKT6 and TFIRKT6 methods respectively. This 
article contributes to constructing improved two-derivative Runge-Kutta-type methods. It 
demonstrates how to adopt exponentially-fitting and trigonometrically-fitting techniques 
on the proposed methods to solve third-order periodic and exponential third-order ODEs 
with a much lower time of computation. The formulation comprises the previous step, 
b-i, which vastly improves the accuracy of the existing two-derivative Runge-Kutta-type 
methods. Third and multiple fourth derivatives are formulated into the proposed methods 
to solve third-order ODEs in with exponential or oscillatory 
solutions. The order conditions of generally improved two-derivative Runge-Kutta-type 
methods are proposed. Then exponential and trigonometrical techniques are implemented 
to construct frequency-reliant coefficients which integrate exactly suitable exponential and 
trigonometrical polynomials with exponential and periodic types. 

Numerical tests prove the efficacy of EFIRKT6 and TFIRKT6 methods in solving 
third-order ODEs with exponential and trigonometrical solutions by generating the least 
maximum global error and low time of computation in similar step sizes when compared 
with other sixth-order existing methods. Through this research, a few topics can be explored. 
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EFIRKT6 and TFIRKT6 methods can be modified to solve and delay differential equations 
in the form of with the exponential 
and oscillatory solution. Also, the symmetric and symplectic properties can be adapted 
into exponentially-fitted and trigonometrically-fitted improved TDRKT methods to form 
modified methods with zero-dissipative and algebraically stable. Characterisations of 
symmetric and symplectic can be analysed, and numerical efficiency can be proved by 
solving oscillatory Hamiltonian systems effectively.
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ABSTRACT 

Flames recognition methodology is most important for completely diminishing the flame 
losses in different fired environmental conditions. However, there is delayed detection and 
lower accuracy in the various common detection methods. Thus, optimum image/video fire 
detection technology is proposed in this paper based on a support vector machine (SVM) 
with the fuzzy c-mean, discrete wavelet transform (DWT), and gray level co-occurrence 
matrices (GLCM) feature extraction for the detection of fires. This algorithm has been tested 
on various fire and non-fire images for classification accuracy. A performance evaluation 
of the proposed classifier algorithm and existing algorithms is compared, showing that 
the accuracy and other metrics of the proposed classifier algorithm are higher than other 
algorithms. Furthermore, simulation results show that the proposed classifier model is 
improved the forecast detection accuracy of fires.

Keywords: Discrete wavelet transform, feature extraction, fuzzy c-means algorithm, SVM classifier

INTRODUCTION

Fire detection methods are among the most 
significant components in surveillance 
systems that observe buildings and the 
environment. As part of early warning 
systems, it is preferable that the system can 
report the earliest stage of a fire/smoke. 
Almost all fire/smoke detection systems 
currently use built-in sensors that depend 
mainly on the consistency and positional 
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distribution of the sensors. It is necessary that these sensors are distributed densely for a 
high-precision fire/smoke detection system. In a sensor-based fire/smoke detection system 
for an outdoor atmosphere, coverage of large areas is not practical due to the requirement 
of a regular distribution of sensors in closeness. For many years, fire accidents occurred 
in some locations, including buildings, forests, agriculture, hospitals, aviation, aerospace, 
and industries. It causes vast losses to all communities and also human life. In order to 
save production losses and protect against early fire detection, technology is necessary to 
provide prior information and control the fire in many locations. However, conventional fire 
detection technologies are unsuitable for large spaces and complex buildings. In preceding 
fire detection techniques, untrue alarms, missed detections, delays of detection, and other 
tiny tribulations will arise. To overcome the issues in the previous methods in this paper 
used optimum deep learning classifier model which is explained in materials and methods 
section in detail. The objective of proposed model to improves the competency of early 
fire detection.  

Related Works
Many researchers introduced various image fire detection techniques for early effective 
fire detection to determine the fire hazard from the images/videos. Coppo (2015) proposed 
an end-to-end fire detection technique by infrared imagers from geostationary satellites 
for real-time early warning and monitoring. In this method, Metro Second Generation 
(MSG) SEVIRI and Meteosat Third Generation (MTG) Flexible Combined Imager (FCI) 
characteristics were simulated. This fire-detection model evaluates the maximum and 
minimum fire-detectable active region and temperature. This method provides analytical 
results for MSG-SEVERI and MTG-FCI characteristics, as a consequence, in agreement 
with literature statistics information. This model can be helpful for early fire detection 
compared to existing methods from new satellite infrared imagers. The drawback of this 
system is inaccurate when the system is unaffordable and complex.

Zhang et al. (2018) proposed a wild-land forest fire smoke detection using a faster 
RCNN to keep away from the complex manual features extraction method in conventional 
smoke detection techniques. In this scheme, by adding smoke and simulative smoke, 
synthetic smoke images are produced into the background of forest images to solve the 
need for training data and eliminate the work of sample labeling. The two synthetic images 
are trained and tested in the dataset. The simulation results for simulative smoke are the 
superior choices in the aspect of a detection rate, and this model is not sensitive to thin-
smoke images. Further, this algorithm’s performance may be tested on video frames or 
forest fire smoke images. 

Singh et al. (2018) presented an effective image retrieval algorithm and a nonlinear 
SVM classifier. First, the Color-Histogram (C-H), Color-Difference Histogram (C-DH), and 
Orthogonal Combination-Local Binary Patterns (OC-LBP) features are combined. Then the 
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performances of the three descriptors are analyzed, combined, and individually. Detailed 
simulation results reveal that the C-H + C-DH+OC-LBP combined algorithm achieved the 
highest flame detection rate. Also, the nonlinear SVM classifier is more effective than linear 
SVM and RBF kernels. Moreover, this combined algorithm provides good accuracy for 
all training datasets using pre-computed square-chord kernel values. 

Hou et al. (2019) demonstrated an anomaly fire-detection algorithm for Internet-of-
Thing (IoT) applications working environment based on deep learning from fire-smoke 
detection and video/image personnel detection. The results of fire/smoke detection and 
multi-stream Convolution Neural Network (ms-CNN) based vision monitoring video/
image personnel detection algorithms have excellent detection compared to other methods. 
However, the drawbacks of this system are multiple gestures visible in the detected image 
due to people’s movement and the difficulty of abnormal detection due to the uncertainty 
of fire-smoke increases (Scholkopf & Smola, 2018; Schölkopf et al., 2001).

Peng et al. (2019) proposed a video/image smoke-detection algorithm with a deep 
learning model and effective hand-designed features. In this algorithm, the initially 
suspected smoke area is extracted using a manual design approach, and then images are 
classified using an optimized SqueezeNet network (Elaiyaraja et al., 2015; Elaiyaraja et 
al., 2022). This method achieves quick and accurate smoke detection through real-time 
monitoring of the forest smoke environment.

Li et al. (2020) demonstrated CNN-based object detection algorithms such as R–FCN, 
Faster-RCNN, YOLO v3, and SSD for image/video fire detection algorithms. A comparison 
of various objection detection techniques illustrates that object-detection CNNs algorithms 
achieve higher performance than other fire detection methods. Particularly, the average 
precision of the YOLO v3 algorithm is higher than the other algorithms; the detection speed 
reaches 28 frames per second (FPS) and also has the strongest robustness (Cristianini & 
Shawe-Taylor, 2000; Dunnings & Breckon, 2018).

Muhammad et al. (2018) proposed an early image/video fire detection framework with 
fine CNN for effective disaster management. The dynamic channel selection algorithm 
is implemented in this method for cameras based on cognitive radio networks (CRNs), 
ensuring reliable data broadcasting. This fire detection scheme provides higher accuracy 
(94.39%) than state-of-the-art methods. Moreover, this algorithm improves the accuracy 
value of fire detection with minimum false alarms Escalera et al., 2009; Esfahlani, 2019; 
Fan et al., 2005; Filizzola et al., 2016; Fürnkranz, 2002). 

Fire-detection methodology based on video frames can avoid many errors in traditional 
algorithms and detect fires. The Rough Set (RS) theory with an SVM classifier is introduced 
to detect fires and gives fire alert warnings (Huang et al., 2020). RS is used in this method 
as the front-end system yields improved performance. In addition, the recognition efficiency 
is improved, and the recognition time is reduced in this algorithm. The experimental result 
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reveals that the RS-SVM optimum classifier algorithm yields a fast recognition speed, 
higher recognition rate, a wide range of applications, and excellent robustness (Garcia-
Jimenez et al., 2017; Genovese et al., 2011; Gottuk et al., 2006).

Seydi et al. (2022) proposed Fire-Net (deep-CNN) to detect active forest fires in 
different area. This method provides higher accuracy and sensitivity compared to other 
common machine learning algorithms. But due to level of active fires in small region, this 
algorithm could not detect active fires (Hackner et al., 2016; Hastie et al., 2009; Jia et al., 
2016; Kapil et al., 2016; Kecman et al., 2005; Koltunov et al., 2016).

Many authors are proposed several of machine and deep learning-based algorithm 
along with suitable technique such as feature extraction, segmentation etc. for image/video 
fire detection. All existing algorithms have less accuracy, low miss detection rate for small 
regions (Sharma et al., 2017; Ansari & Ghrera, 2017; Ansari & Ghrera, 2018; Ansari et 
al., 2016; Ansari et al., 2018; Chen et al., 2017). In the need the further improvement for 
complex situations in this paper optimum SVM based classifier model is proposed for 
effective and early fire detection (Li, 2009; Lin et al., 2018; López-García et al., 2022; 
Mallat, 1989).

MATERIALS AND METHODS

The detailed process of the proposed flow diagram of the Optimum SVM Based Classifier 
Model is shown in Figure 1. 

The Raw 
Images

Pre-
Processing

Detected 
Outputs

Fire 
Recognition

Classifier 
Testing

FCM 
Segmentation

Feature 
Extraction

SVM 
Classifer

Classifier 
Training

Figure 1. Flow diagram of proposed optimum SVM-based classifier model

The algorithm steps of the proposed optimum classifier model are as follows:

Step 1: Read the raw images, which consist of 150 training images and 50 testing image 
sets. In the training set, 106 images are fired images, and 44 are non-fired images; in the 
testing set, 30 are fired images, and 20 are non-fired images. 
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Step 2: Pre-processing
The image is preliminarily analyzed through the Pre-processing module. This module 
consists of image resizing, gray conversion, and image enhancement. 

The algorithm steps of pre-processing are as follows:
Step 2.1: Image Resize: Here, the input raw images (M × N) are resized to 256 × 256.
Step 2.2: Gray Conversion: Converts true color image pixel values to grayscale pixel 
values by evaluating the optimum scaled sum of the components of Red (R), Green (G), 
and Blue (B): 0.2989 R + 0.5870 G + 0.1140 B.
Step 2.3: Image Enhancement: In this step, the quality of the gray converted image is 
enhanced to the maximum level.

Step 3: Fuzzy C-Mean (FCM) Segmentation

The algorithm steps of the FCM segmentation process are as follows:
Step 3.1: Convert matrix to intensity image
Step 3.2: Computes a global image threshold using Otsu’s method. 
The global image threshold is the maximum of between-class variance values and 
is expressed in Equation 1:

     (1)

Step 3.3: Convert an intensity image into a binary image using global image threshold 
value . 
Step 3.4: Using a three-class fuzzy c-means (Fc-M) clustering (Xiong, 2021), outputs 
the threshold level of an image and binary image. It frequently works again than Otsu’s 
technique, which gives an image a smaller or larger threshold outputs value. For example, 
in a Switch of cutoff position, one’s (1’s) indicates a slice between the middle and large 
class, and zeros (0’s) indicate a slice between the small and middle classes. 

The Fc-M algorithm divides a finite group of n elements z={z1,…..,zn} into a group 
of fuzzy clusters with respect to given rules.

Given a finite group of data, the algorithm returns a list of c cluster centers c={c1,…
.,cn} and a partition matrix p= pijЄ[0,1], i=1,…..,n, j=1,…..,c, where each element, pij, tells 
the degree to which element, zi, belongs to cluster cj. 

The Fc-M clustering algorithm aims to average and minimize (arg min) an objective 
function and is expressed in Equation 2: 
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Where 

          (2)

Step 4: Feature Extraction       
In the proposed framework, 11 features are extracted from the segmented image of the 
dataset using DWT and GLCM to provide high-detail image components with higher 
resolution (Cohen, 1994; Meyer, 1995; Otsu, 1979). The two-dimensional (2-D) DWT 
expresses the decomposition of approximation coefficients, cAj, into approximation 
coefficients matrix, cAj+1, and detailed coefficients matrices are cH (Horizontal), cV 
(Vertical), and cD (Diagonal), respectively. The prime elementary decomposition flow 
step process for 2-D frames/images is shown in Figure 2.

Figure 2. Decomposition Steps for 2-D using DWT

Initially, decomposition is done by setting the approximation coefficients equal to the image 
f(i,j) [cA0 = x(i,j)] (Zeng et al., 2006).

In this proposed method, seven GLCM features were extracted to characterize the texture 
of the fire image.

The mathematical model of each feature by following expressions (Equations 3 to 9):
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Mean:     (3)

Standard Deviation:    (4)

Skewness:    (5)

Kurtosis:     (6)

Entropy:      (7)

Smoothness:        (8)

Variance:             (9)

Step 5: 
This method uses the optimum SVM classifier model for effective classification with 
high-dimensional data. 

The linear SVM functon is as Equation 10:
F(x) = xβ + a                                        (10)

Where: x is an observation 
β is the coefficient that characterizes an orthogonal vector to the hyper-plane and a is the 
biased term.

The dual-formalizations for linear SVM are as Equation 11:

For classes of separable, minimize

with respect to a1,...,an, subject to, αj ≥ 0 for all i = 1,...,n.

For classes inseparable, the objective is the same as for separable classes, except for the 
additional condition 0 ≤ ai ≤ C for all i = 1,..,n.

The final valued function is as Equation 12:

          (12)
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Where: is the bias estimate, and is the ith estimate of the vector , i = 1,..., n. 
Step 6: Train SVM binary learners.
Step 7: Testing SVM binary learners.
Step 8: Load Trained features, labels, and features extraction. 
Step 9: Extract Image Features from the testing and training dataset.
Step 10: Fit a multiclass SVM Classifier.
Step 11: Classify Test Images: Classify the test images using the trained SVM model 
and features extracted from the test images. Prediction by minimizing the expected 
misclassification cost (Equation 13):

       
          (13)

Where:
• is the predicted classification.

• K is the number of classes.
• is the posterior probability of class i for observation x.
• C(y/i) is the cost of classifying an observation as y when its true class is i.

RESULTS AND DISCUSSION

In this paper, the experimental system configuration is as follows:

Processor: Intel Pentium CPU @ 2.30GHz   
RAM: 4.00 GB
OS: Windows 10,
Tools: MATLAB (R2020a)
The performance evaluation parameters are expressed in equations from Equations 14 to 18:

Accuracy (A)= 
       

          (14)
      

Precision(P)= 
         

          (15)
      

Sensitivity (True Positive Rate) = 
     

          (16)

Sensitivity (True Positive Rate) =      (17)

F1=       (18)



Pertanika J. Sci. & Technol. 31 (2): 875 - 893 (2023) 883

Classifier Model with Fuzzy C-Means for Fire Detection Technology

Where 

TP (True Positive) is the number of fire detection samples is accurately recognized
FN (False Negative) is the number of fire detection samples deemed as non-fire
TN (True Negative) is the number of non-fire detection samples judged as non-fire, 
and FP (False Positive) is the number of fire detection samples as non-fire.

            (a) Original fired image-1                                                (b) Original non-fired image-2
Figure 3. Original fired and non-fired input image

                  (a) Resize image (256 x 256)                                                (b) Grayscale image 
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Figure 4. Pre-processed images
(c) Enhanced-image

a) Binary version of enhanced original image-1 (b) FCM Level-0 segmented portion of image-1

(c) FCM Level-1 segmented portion of image-1
Figure 5. FCM segmentation images
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Figure 6. Boundaries of FCM segmentation images

(a) Overlay Region Boundaries of Segmented Image   (b) Object Boundaries and Hole Boundaries of 
Segmented Image
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Figure 7. Approximation and Detail Coefficients (Horizontal, Vertical, and Diagonal) of FCM 
Segmentation Images
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(a) Sobel-based Edge detected image (b) Canny-based edge detected image

(c) Prewitt-based edge detected image (d) Roberts-based edge detected image

(e) Log-based edge detected image (f) Zero-cross-based edge detected image
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Figure 9. Fire detected and non-fire detected images

Figure 8. Edge detection operators and proposed algorithm of fire detected image

(g) Approx-canny based edge detected image (g) Proposed fire detected image

(a) Fire detected image result (a) Non-fire detected image result 
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Figure 10. Confusion matrix of proposed optimum classifier
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Table1
Performance parameters of proposed and existing methods

Performance 
Parameters/Methods

Muhammad 
et al. (2018)

Zhang et 
al. (2018)

Hou et al. 
(2019)

Huang et 
al. (2020)

Proposed 
Optimum 
Classifier

TP 100 101 102 104 106
TN 39 40 40 41 43
FP 6 5 4 3 1
FN 5 4 4 2 0
Accuracy(A) 92.67% 94.00% 94.67% 96.66 99.33%
Precision(P) 94.34% 95.28% 96.23% 97.19 99.06%
Sensitivity 95% 96% 96% 98.11 100%
Specificity 86.67% 88.89% 90.91% 93.18 97.72%
F1-Score 94.79% 95.73% 96.23% 97.65 99.53%
Training Accuracy 70.67%
Testing Accuracy 71.33%

Figure 11. Comparison of Existing Methods Vs. Proposed Optimum Classifier
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As shown in Figures 3 (a) and (b), original fired and non-fired images are used for 
testing the proposed method in the MATLAB simulation process (Sumathi & Paneerselvam, 
2010).

Figure 4 shows the simulation results of pre-processed images of the originally fired 
image-1 for the preliminary process in this proposed work. First, the originally fired image-1 
is resized into (256 x 256) pixels as shown in Figure 4 (a), grayscale and enhanced images 
results of test images as shown in Figure 4 (b) and (c), respectively.      

Figure 5 (a) shows the binary version of the original enhanced fired image-1. The binary 
versions of the originally fired image-1 are segmented into two threshold levels using Fc-M 
clustering, and the results are shown in Figure 5 (b) and (c), respectively.

The overlay region of boundaries of Fc-M segmented image-1 is shown in Figure 6 
(a). In Figure 6 (b), the red color represents the object boundaries, and the green color 
characterizes the hole boundaries of segmented fired image-1. The approximation and 
detailed coefficients (horizontal, vertical, and diagonal) are extracted from the Fc-M 
segmented test image-1, and the results are shown in Figure 7. The experimental fire 
detection images results of Sobel, Canny, Prewitt, Roberts, log, zero-cross, approx-canny 
edge detections and proposed fire detection as shown in Figure 8 (a), (b), (c), (d), (e), (f) 
and (g), respectively. The experimental results show that the proposed algorithm can detect 
fires effectively. The comparison results with seven classical edge detection operators 
show that the proposed algorithm performs superior to other edge detection operators. 
The MATLAB simulation proposed method results of fire-detected image-1 and non-fire-
detected image-2 as shown in Figure 9 (a) and (b), respectively. 

The performance values of the proposed method are evaluated using confusion matrix 
values, shown in Figure 10. In the proposed confusion matrix, TP is 106, TN is 43, FP is 1, 
and FN is 0. The performance parameters resulted from Muhammad et al. (2018), Zhang 
et al. (2018), Hou et al. (2019), and Huang et al. (2020), and proposed optimum classifiers 
are tabulated in Table 1. The proposed classifier accuracy value is 99.33%, precision 
value is 99.06%, sensitivity value is 100%, specificity value is 97.72%, F1-score value is 
99.53%, training accuracy value is 70.67%, and testing accuracy value is 71.33 % (Table 1). 
Furthermore, the proposed method’s performance values are higher than the other methods. 
The values of the proposed method and other methods from Table 1 are graphically depicted 
in Figure 11. The proposed graph optimum classifier shows significant improvement in all 
metric values compared to other methods.

 
CONCLUSION

In this study, the optimum SVM-based classifier of fire image recognition has been 
implemented for active fire detection. The classification is achieved effectively by using 
DWT and GLCM feature extraction. The results for fire detection were quantitatively 
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and qualitatively evaluated. The experimental visual results show that the proposed fire 
recognition approach yields excellent robustness. This method’s training and testing 
accuracies are 70.67% and 71.33%, respectively. The performance evaluation parameters 
of the proposed optimum classifier model significantly improved classification accuracy 
compared to other state-art algorithms. Future work will use satellite images with other 
feature extraction values for fast and higher-accuracy detection.
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ABSTRACT

This paper presents the conceptual design of a combined brake-accelerator pedal for limbs 
disabled drivers using a hybrid approach. A hybrid in which it consists of a combination 
of TRIZ for design generation, a Morphological Chart for design composition, and a Pugh 
Matrix for design selection. The aim is to generate and select the best concept design 
for a combined brake-accelerator pedal with special attention based on the needs of the 
disabled’s ergonomics. In this paper, the function analysis, cause, and effects analysis, TRIZ 
contradiction matrix, and 40 Inventive principles were applied in the solution generation 
stage. The outcomes of solutions proposed in TRIZ were then refined using a Morphological 
chart to deliberate the design composition of the combined brake-accelerator pedal. As 
a result, three innovative design concepts of combined brake-accelerator pedals were 
produced. Pugh Matrix was finally utilized to perform multi-criteria scoring based on the 
baseline to select the best ergonomics concept for combined brake-accelerator pedals for 
disabled drivers.

Keywords: Combined brake-accelerator pedal, conceptual design, morphological chart, Pugh Matrix, TRIZ 

INTRODUCTION

Ordinary or standard cars in the market are 
equipped with ordinary control; steering, 
accelerator, and pedal are designed to 
provide feedback to drivers (Peters & 
Ostlund, 2005). For example, steering and 
pedal are designed for a rotational control 
distribution towards drivers’ hands and 
feet. However, certain points or types of 
disabilities limit the driver from driving a 
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conventional controlled car (Peters & Ostlund, 2005). Therefore, modifying or adaptive 
equipment is a proven step in maintaining on-the-road freedom for the disabled (NHTSA, 
2015). 

Being disabled gives a particular person the inner strength to stand on their own two 
feet, and achieving mobility is an important step towards this (Murata & Yoshida, 2013). 
Either disabled with or without a wheelchair, both need to drive their vehicle to attain greater 
self-sufficiency in their daily life (Monacelli et al., 2009). Likewise, driving is considered 
a complex task for the disabled, requiring physical attention, the ability to make decisions, 
quick responses, and accurate perception (MyHealth, 2017). It is the reason behind steps 
taken by the Ministry of Health, Malaysia, in introducing the Occupational Therapist role 
in Pre-Driving Screening and assessments on the car for disabled drivers. It includes a full 
check of both on and off-road functional ability and cognitive awareness (Frye, 2013). 

Moreover, suggested modifications to Malaysian vehicles for the person with the 
disabled car are available online, in which the modifications can be made at a registered 
vehicle repair shop registered with the Road Transport Department (RTD, 2020). Car 
modification guidelines for a person with disabilities by RTD highlight the effects of 
driving for the disabled based on their disability and suggested aids for disabled driver 
assistance. Besides guidelines introduced by the Ministry of Health, a few other guidelines 
are available online, such as a self-evaluation outline for the driver to ensure the adaptation 
or modification is appropriate (MyHealth, 2017). An example is an outline from Driver 
Fitness Medical Guidelines produced by the Association of Motor Vehicle Administrators, 
National Highway Traffic Safety Administration (NHTSA) that shares tips on cost savings, 
licensing requirements, needs evaluations, qualified mobility dealers, vehicle selections, 
training, and vehicle maintenance (NHTSA, 2009). 

Few countries worldwide, including Malaysia, Australia, America, and India, only 
allowed the disabled to drive an automatic transmission car modified with adaptable 
devices restricted to certain rules and guidelines. It is a good safety precaution to protect 
the disabled from road accidents. Other than safety, four other aspects of ergonomics are 
included: comfort, ease of use, productivity and performance, and aesthetics. These are 
important aspects in considering adaptation and modification for a disabled car to maintain 
its physical and physiological health.

Cars have been equipped with the same conventional foot pedals since a century ago. 
Automatic transmissions are equipped with separate brake and accelerator pedals that 
shall be pressed using the right foot. This design ensures that the throttle is released as 
soon as the driver applies the brakes. Hence, feet are mostly placed at the accelerator pedal 
instead of the brake pedal. Changing the accelerator pedal to the brake pedal will then add 
reaction time. It has been reported that braking in an emergency with separate brake and 
accelerator pedals takes a longer reaction time (Arora, 2016; Nilsson, 1989, 2002). The 
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foot may be placed on the brake incorrectly, resulting in poor braking performance, or even 
miss the brake and wrongly press the accelerator. Various combinations of brake pedals 
have been designed to overcome the disadvantages of conventional pedals. It is proven 
by the availability of modifications introduced in several studies, as illustrated in Table 1.

Table 1
Comparison of literature survey 

Authors
(Years)

Modification
Type

Remarks
Strength (S) / Recommendation (R)

Jones et al. (2010)
Flip 

Accelerator
Pedal

S: Restore independence for disabled left limbs 
R: Dual advantage consideration. Those with right-
sided pathology are disadvantaged in this respect

Nilsson (2002)

Brake- 
Accelerator

Pedal
(Improved)

S: Eliminate the operator’s risk of pressing the wrong 
pedal as well as reduce the reaction time in braking
R: Safety feature installation. It might cause the 
unintended or mixed function of the brake or 
accelerator

Nilsson (1989)
Combined

Accelerator-
Brake

S: Eliminate the operator’s risk of pressing the wrong 
pedal as well as reduce the reaction time in braking
R: Safety feature installation

Arora (2016)
Combined

Accelerator-
Brake

S: Improve confusion issues

MATERIALS AND METHODS

A hybrid approach that involving the Theory of Inventive Problem Solving (TRIZ) has been 
widely used by researchers across many industries, including Mansor et al. (2014), Sapuan 
et al. (2009), Mastura et al. (2017), and many more. The hybrid thoroughly defines problem, 
idea generation, concept design, and proper design selections and scorings. This section 
proposes the hybrid approach to fill gaps and improve the combined brake-accelerator pedal 
invented in previous studies. The proposed approach will combine three strong methods 
to systematically cater to conceptual design elements in producing improved products. 
Figure 1 shows that the conceptual design framework begins with problem definition in 
general. It then flows to three stages of conceptual design before it ends. Stage 1 consists 
of conceptual design generation made of TRIZ.
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Figure 1. Framework of the hybrid approach

TRIZ theory emphasizes the existing differences in design needs and targets to promote 
efficiency in design work (Liu et al., 2016) as well as universal ways to solve problems and 
the ability of engineers to diverse the innovation to solve the problem (Yang & Chen, 2011). 
Besides, this is an inventive instrument necessary to invent the right thing and integrate it 
into products and processes with the right measure at the right time (Navas, 2013). With the 
ability to resolve contradictions related to engineering problems within different interests, 
TRIZ has been rapidly and widely adopted in an academic and industrial domain (Ferrer 
et al., 2012). Previous studies generally acclimatize TRIZ in industries as well as specific 
adaptations in the car design of automobile industries, including redesigning cars to solve 
parking issues (Manohar & Kalla, 2012) and modeling solar cars (Chang et al., 2016).
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In TRIZ, an inventive solution comes after inventive problems. Technically, an 
inventive situation results from an inability of a technical system to fulfill current functional 
requirements. For the formulation of inventive problems, it should be sufficient to combine 
the description of the situation, effects, and goal to be achieved (Guin et al., 2015). In 
this study, the researcher uses Engineering Contradiction to build an inventive problem 
to proceed. 

As illustrated in Figure 1, the researcher has undergone basic flow guided by TRIZ, 
namely function analysis, cause and effects analysis, engineering contradiction, and 
inventive principles to complete conceptual design generation in stage 1. Function 
analysis is a key aspect for engineers to understand, especially in a complex system design 
(Aurisicchio et al., 2012), as it provides a systematic method for technical problem-solving 
(Pahl et al., 2006). It has the potential to improve product knowledge, highlight design 
key points, and identify useful, harmful, and useless functions (Aurisicchio et al., 2012). 
Next, cause and effect analysis takes place to reveal the trivial that may entail significant 
consequences perfectly. It plays an important role before generating solutions or concepts 
(GEN3, 2006). Wrong identification of the root cause probably will not generate a working 
solution (Zare et al., 2016). Thus, spending time in cause-and-effect analysis helps in 
reducing ineffective solutions. The process of generating cause and effect analysis is 
similar to the 5-why-brainstorming method in which they correlate. This reference situation 
provides methodologically important conclusions. Next, Engineering Contradiction was 
used to devise a proper inventive problem. A contradiction matrix was applied with 
engineering contradiction statements, and an inventive principle was extracted. 

In stage 2, conceptual design development needs morphological charts to come out 
with conceptual design composition respecting the inventive principle’s model of solutions. 
Generally, the morphological chart provides design features to generate ideas together with 
sub-solution identification of each sub-function visually (Mansor et al., 2014). Since this 
project had a TRIZ solution method for problem-solving, the morphological chart works 
as a refiner (decision-making) of each part listed. This combination of TRIZ solution and 
morphological chart is a quick translation of a general problem (which is found by TRIZ) 
to a specific problem (which is visualized by the morphological chart). 

Stage 3 works as a final stage to determine and select the best design via the scoring of 
the Pugh Matrix. Pugh Matrix helps to narrow down the option based on the concepts best 
gratifying the stated criteria, not to find the better design (Haris et al., 2016). Moreover, 
the Pugh matrix commonly has a clear loser rather than a winner to help designers remove 
the losing option (Madke & D. Jayabhaye, 2016) before selecting the best option among 
all available alternatives (Joshi et al., 2019). Therefore, the Pugh matrix was chosen due 
to its wide acceptance, simplicity (Cun et al., 2020), ease to use (Madke & D. Jayabhaye, 
2016), user-friendly (Lonmo & Muller, 2014), and better efficiency (Karnjanasomwong 
& Thawesaengskulthai, 2016; Muller, 2011; Thakker et al., 2009). For the same reason, 
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the Pugh matrix has been applied to this project to analyze available choices of concept 
design composition.

RESULTS AND DISCUSSION
In this section, the conceptual design of ergonomics combined brake-accelerator pedal 
hybrid using TRIZ-morphological chart Pugh matrix approach is performed according to 
the initially proposed framework. 

A combined brake-accelerator pedal has been through a few studies, as in Table 3. 
It starts with a flip accelerator pedal, and it is then combined to cater to a person with 
certain limb disabilities. These efforts are believed to help improve reaction time and 
reduce unwanted incidents, such as wrong pedals and late emergencies brake that might 
cause a crash. However, two problems are highlighted in this research: first is taking 
into consideration that a combined brake-accelerator pedal is used, and second is normal 
conventional pedal usage. Both carry pros and cons, so this case study shall resolve both 
issues with another improved design. Table 2 list the pro and cons of both applications.

Conceptual Design Generation (Stage 1)
As shown in Figure 1, Stage 1, concept generation begins with the original problem to 
resolve (problem listed in Table 2). The problem is clear, but it has no direction on where 
it starts and what is the root cause of the problem. Hence, the functional components and 
interactions are carefully identified to determine the real problem. 

Initially, the pedals system as a product as a subject (rectangle) and interaction body 
parts as an object (oval) with function interactions and other outside components that 
influence the performance of the system as supersystem components (hexagon) shall be 
identified. Each function is represented as an arrow: useful, insufficient, excessive, and 
harmful. Equitable to the naming, a normal useful function does not cause any damage 
or undesired effect on the object, whereas insufficient and excessive useful function may 
create some amount of damage or undesired effect on the object, and a harmful function 
certainly causes harm to the object (Yeoh et al., 2015) 

Table 2
Conventional pedals versus combined pedals

Type of pedal Conventional pedals Combined brake-accelerator pedals

PROS

• The method of 
operation has 
been well-known 
since the early 
days.

• A new method of operation
• Quick response
• Effortless (minimize limbs movements as 

legs can stay on the pedals for both brake and 
accelerator functions)
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Figure 2 shows the Function analysis for this case study. The function analysis shows 
that one harmful effect in the foot and pedal pad interaction needs to be solved. Therefore, 
the next step will focus on this interaction to find the root cause of the problems.

Function analysis and cause and effects analysis are interrelated in that cause and 
effects analysis should highlight the most crucial interaction of function analysis and flow 
correspondingly with highlighted elements of functional analysis. In other words, within 
the same storyline, function analysis shows functions and interactions; meanwhile, cause 
and effects analysis answer why each cause questions until the potential root cause has 
been identified. For example, Figure 3 indicates the cause and effects analysis that starts 
with the cause (fatigue and discomforts while driving) as the utmost box and ends with 
two possible root causes; explicitly, one is a fixed bracket, and another one is the location 
of the pedals at the end of the analysis.

Subsequently, an inventive problem statement has to be determined to proceed with 
the concept design generations. The general problem statement then undergoes engineering 
contradiction to build up the statement, as shown in Table 3. Thus, the improving and 
worsening factors are extracted from the engineering contradiction equations. Finally, 
the inventive principle is reduced by referring to the contradiction matrix table, and the 
suggested inventive principle and realistic solution are listed in Table 4. 

Table 1 (Continue)

Type of pedal Conventional pedals Combined brake-accelerator pedals

PROS

• The method of 
operation has 
been well-known 
since the early 
days.

• A new method of operation
• Quick response
• Effortless (minimize limbs movements as 

legs can stay on the pedals for both brake and 
accelerator functions)

CONS

• Long reaction 
time to change 
pedals

• Fatigue of long 
press on one 
pedal.

• As it is fixed, 
certain disabled 
have a problem 
reaching. 

• It can confuse a new user as it is newly 
introduced.



Pertanika J. Sci. & Technol. 31 (2): 895 - 909 (2023)902

Salami Bahariah Suliano, Siti Azfanizam Ahmad, Azizan As’arry and Faieza Abdul Aziz

Foot

hold

Pedal pad
hold

Pedal arm

Clevis fork

Calf

Knee

Thigh

hold

hold hold

Transmission 
assembly

Bracket

hold

hold

hold

Hip

hold

Figure 2. Function analysis for pedals

Figure 3. Cause and effect analysis for pedals

Fatigue and discomfort while driving

Short pedals arm

Straightforward clevis fork

Distant pedals

Stress foot

Fixed bracket 

One foot size pedal pad

Combined pedals structure

Stress calf

Location of pedals

Possible root 
cause 1

Possible root 
cause 2



Pertanika J. Sci. & Technol. 31 (2): 895 - 909 (2023) 903

Hybrid Approach Conceptual Design of Brake-Accelerator Pedal

Conceptual Design Development (Stage 2)

Based on the foregoing stage’s evaluation of all design factors, it is time to merge all the 
concepts to generate new conceptual designs for the component. Numerous conceptual 
designs will result from combining all the ideas from all of the component’s parts. There 
can be many concepts that possibly be generated from a combination of the morphological 
charts. However, only three are chosen in this case study. The three combinations come 
after the integration of the morphological chart and TRIZ. Since TRIZ is very abstract, a 
morphological chart helps visualize the ideas related to proposed solutions by TRIZ, as 
mapped in Table 5. The morphological chart used recommended inventive principles for two 
problems defined as the design strategy to inspire the design features. Three combinations 
named PD1, PD2, and PD3 as concept design composition developed, and the selection of 

Table 3
General problem statements versus inventive problem statements

No. General Problem 
Statements

Inventive Problem Statements
(Engineering Contradiction)

1.
Operating pedals caused pain 
and discomfort towards limbs 
disabled drivers. 

IF the accelerator and brake pedals are combined, 
THEN it improves pain and reduces rotation 
movements of the legs   
BUT it can cause confusion

2.

With various disabilities and 
sizes of disabled drivers, 
standard pedals cause a 
problem of reach.

IF it is in a fixed position
THEN standardization in product production   
BUT the problem with disabled reaching and 
operating.

Table 4
Improving and worsening factors versus inventive principles

Improving factor Worsening factor Inventive Principle Realistic solution

#35 Adaptability and 
versatility

#30 Object-generated 
harmful factors

#35 Parameter 
change 
#11 Beforehand 
cushioning
#32 Color change
#31 Porous material

Combine the brake 
pedal and accelerator 
pedal to the same 
cross-section pedal 
plates.

#35 Adaptability and 
versatility

#36 Device 
complexity

#29 Pneumatic & 
hydraulic
#15 Dynamization 
#28 Mechanics 
substitution 
#37 Thermal 
expansion

To dynamize the 
plate of the pedal 
from static to 
movable to fit limbs' 
disabled needs.
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the most recommended design happens in the next stage. Table 5 has three main columns: 
TRIZ solution principles and design strategy, design features, and solution. The design 
feature’s column lists all attributes that are manipulative. Meanwhile, the solution’s column 
comprises another three sub-columns (A, B, and C) filled with elements to choose from. 
Another row in the same table is an outcome of combinations of attributes in design features 
and solutions under concept design composition. 

Table 5
Morphological chart for pedals

TRIZ Solution 
principles
and design 

strategy

Design features

Solution

A B C

#35: Parameter 
change
Change the 
parameter

1. Cross section of the 
pedal plate Square Squircle Foot shaped

#5: Dynamization
Moveable rest

2. Cross-section of a 
resting area Square Squircle Foot shaped

#5: Dynamization
Moveable plate

3. Transmission Manual Auto (Button) -
4. Button location at door at dash nearby gear
5. Manual operation shaft lifter -

Concept design composition

1. B1 - B2 - B3 - C4 = PD1

2. C1 - C2 - A3 - B5 = PD2

3. A1 - A2 - B3 - A4 = PD3

The similarity of the three selected combinations is the dynamization of the rest and 
pedal plate. Therefore, it is very important to cater to variable sizes of disabled drivers. 
Meanwhile, the significant difference between all proposed concepts is the transmission 
assembly to hold the pedal arm and pedal plates, the shapes of the pedal, the location of the 
button (if it exists), and the manual operation part (if it exists). Nevertheless, the automatic 
transmissions, button locations, and shapes give value added to the concept with a slight 
addition of cost in contras.

Conceptual Design Selection (Stage 3)

In Stage 3, the final conceptual design for the combined brake pedal will be selected after 
the development of the composition in the previous stage. At this time, the Pugh matrix 
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took place. There are four main columns in the Pugh matrix analysis table, Table 6: Criteria, 
Baseline, Alternatives, and Totals (Burge, 2009). The criteria column was further devised 
into two sub-columns. The left column comprises five main ergonomics elements, as shared 
in the previous section, while the right column is a sub-criterion of each element. These 
criteria came from each element’s definition, literature, and elaboration.

Table 6
Pugh matrix for pedals

Alternatives

Criteria

W
ei

gh
ta

ge

B
as

el
in

e

To
ta

ls

PD1 PD2 PD3

Safety 3 0 + + + 9
Comfort 6 0 + - 0 18
Ease of use 4 0 + + + 8
Productivity and 
performance 4 0 + + + -8
Aesthetic 6 0 + + + 18
Others 6 0 + - 0 18

Totals 33 5 17
Rank 1  3 2

The baseline indicates a number corresponding to the current design, which is ’0’, ’+’ 
indicating an improvement of design compared to the current design, and ’–’ indicates the 
deterioration of design compared to the current design or a negative impact on the design. 
The alternatives column is split into three sub-columns specifying design selections from 
the concept design composition of the morphological chart in the previous subsection.

The total column is the sum of marks according to the row. Another total at the end 
of the table indicates the total row that will be the final numbers for the column of each 
alternative, and the final row shows the ranking of the alternatives. 

Table 6 shows that concept PD1 is leading in the first rank with 33 scores over the other 
two concepts, PD3 (17 scores) and PD2 (5 scores). It is because concept PD1 carries a few 
important criteria such as squircle pedal shape, squircle rest plate shape, automatic movable, 
and an automatic control located nearby gear drivers that can easily reach it. Henceforth, 
movable pedals and pedals rest with the control button to refine the reach of users.

The chosen concept design mechanism was prepared on the CATIA V5 R20, as shown 
in Figure 1. The middle pedal works as a combined brake-accelerator while the right and 
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left pedals rest. All three pedals are movable, but the resting paddle is non-pressable, 
and it serves the disabled driver with a left or right limb for resting. The working paddle 
accelerates upon pressing upwards, similar to a normal accelerator; meanwhile, pressing 
downwards is a braking mechanism. The initial position of the pedal is neither accelerating 
nor braking to avoid any confusion of action. This natural pedal function also can improve 
the driver from fatigue. Furthermore, since disabled driver varies in size of their legs and 
the capabilities of legs, right or left, movable pedals and resting improve the foot’s reach.

Figure 4. An ergonomics combined brake-accelerator pedal

CONCLUSION

In conclusion, the development of these improved ergonomics combined brake-accelerator 
pedals avoids braking and accelerating interference. It is advantageous over conventional 
pedals and previously combined pedals. A TRIZ, morphological chart, and Pugh matrix 
hybrid introduce systematic generation, development, and selection of the concept design. 
Also, making the pedal movable brings together better reach dimensions for the disabled 
to venture, as shown in Table 8. It is an ongoing project. There will be a verification step 
in the future to test further the redesign made to the combined-brake pedal development.
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Table 8
Movable reach comparison

Part Dimension/
Direction

Current Design
(mm)

Redesigned
(mm)

Im
pr

ov
ed

Sa
m

e

W
or

se
n

Pedals
X n/a 160.00 (right/left)
Y n/a 160.00 (front/back)
Z n/a 350.00 (up/down)
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ABSTRACT

The in-situ photosynthetic activity in tropical intertidal benthic diatom in response to 
environmental variation was assessed in this study by measuring chlorophyll fluorescence. 
The investigation was carried out during the lowest tide in January (non-rainy day) and 
February 2013 (post-rainy day) at two sampling sites (A and B) from each selected 
location (Pantai Jerejak, Teluk Bahang and Tanjung Bungah, Pulau Pinang, Malaysia). 
Samples of surface sediment (top 0.5 cm) were collected, and chlorophyll a extracted as 
biomass estimation. Assessments of the photosynthetic activity of benthic diatoms were 
made using a pulse-amplitude modulated (PAM) fluorometer. Fifty-three species were 
identified, representing 27 genera from the three studied locations. Both locations showed 
similarities in species diversity and abundance. Two-way ANOVA showed no significant 

differences (p = 0.430) in species richness 
(Margalef Index) among sampling locations, 
with an average value of 6.33±0.247. Both 
intertidal flats were dominated by Cocconeis, 
Navicula, Actinoptychus, and Diploneis. The 
community has low maximum quantum 
yields, Fv/Fm (ranging from 0.170 to 0.340) 
and is often light-limited (Photoacclimation 
Index, Ek, ranging from 67.96 to 236.71 
µmol photons m-2 s-1). The relative electron 
transport rate (rETRmax) was low, with 
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values ranging from 3.45 to 35.51 across three sampling locations. Fluctuation in salinity 
has caused a decrease in photosynthetic activity. This study suggests that the low values 
indicated a poorly adapted benthic microalgal community that is constantly light-limited. 
However, time-series data is needed to determine the ability of these communities to adapt 
to the changing environment.  

Keywords: Chlorophyll a, fluoresces, intertidal, microalgae, microphytobenthos, PAM

INTRODUCTION

Benthic diatoms play an essential role in marine benthic environments by providing an 
adequate food supply for invertebrate grazers and stabilising the sediment substrate. The 
function of intertidal benthic diatom and species composition shows a strong relationship 
with environmental factors, mainly sediment grain size composition, tidal exposure, salinity, 
light availability, temperature, and nutrients (Dalu et al., 2016; Du et al., 2016). Among these 
factors, sediment characteristics are commonly used to explain variations in abundance 
and composition in tropical intertidal flats. It is noted that diatoms tend to dominate 
muddy sediments, while sandy sediments are overwhelmed by the mixed composition of 
cyanobacteria, diatoms, and euglenids (Ribeiro et al., 2013). In contrast, sediment with 
high silt content is known to favour high species diversity and larger diatoms (Grinham 
et al., 2011). Benthic diatoms are divided into two groups according to their colonisation 
substratum, epipelon, and epipsammon (Round et al., 1990). The epipelon consists of 
free-living diatoms that can move through muddy sediments. In contrast, the epipsammon 
comprises smaller, non-motile diatoms attached to the particles of sandy sediments. 

In addition to sediment type, light and temperature are among the factors influencing 
diatom biomass and photosynthetic capacity in shallow coastal environments (Mitbavkar & 
Anil, 2002). For instance, differences in sediment size can influence light quality. Whereby, 
in muddy sediment, light is fully attenuated at a depth of a fraction of a millimetre, and in 
sediment or larger grain size, it can penetrate deeper (Cartaxana et al., 2011; Vieira et al., 
2013). In tropical intertidal flats, the light intensity on the sediment surface varies from less 
than 50 µmol m-2s-1 at high tide to more than 1800 µmol m-2s-1 at low tide, and the exposure 
time can be as long as 6–7 hours depending on the tidal cycle (Salleh & McMinn, 2021). 
Besides, during low tide exposure, sediment temperature could vary from 25 to 40°C. 
In addition to light and temperature, environmental cues can rapidly vary to an extreme 
in intertidal environments when changes in salinity occur due to desiccation and heavy 
rainfall. Such rapid changes in these intense environmental factors can drive the benthic 
diatom to develop many acclimation mechanisms to reduce the stress of highly variable light 
intensity. Severe light stress could impair the Photosystem II (PSII) of diatom and cause a 
reduction in the quantum yield. However, many can migrate vertically, hence positioning 
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themselves within the sediment at a depth that provides shading from excess irradiance and 
provides an optimal light environment for their photosynthetic activities (Cartaxana et al., 
2011; Perkins et al., 2010b), hence avoiding severe photoinhibition and maintaining their 
presence in the intertidal habitat. In addition, diatoms can activate their photoprotective 
mechanism (activation of the xanthophyll cycle) when exposed to saturating irradiance. A 
decrease in the maximum quantum yield (Fv/Fm) in benthic diatoms is commonly observed 
at low tide but increased at high tide. Their ability to subsequently recover during high 
tide suggests that down-regulation of photosynthesis and up-regulation of photoprotection 
occurs, preventing PSII damage (Salleh & McMinn, 2021). Fluctuations in light intensity 
and temperature are often considered the two major forcings of the photosynthetic activities 
in diatoms (Béchet et al., 2017). 

Since most chlorophyll fluorescence originates from PSII, and PSII is the most sensitive 
component of photosynthesis, chlorophyll fluorescence is an ideal tool to measure the 
short-term response of photosynthetic efficiency to changes in environmental stressors. The 
introduction of Pulse Amplitude Modulated (PAM) fluorometer has allowed researchers 
to study the activity of PSII, based on the direct determination of variable chlorophyll a 
fluorescence index (Consalvey et al., 2005; Perkins et al., 2002; Serôdio et al., 2012). This 
method is rapid and non-destructive and allows in-situ assessment of photoacclimation by 
providing rapid collection of a suite of photophysiological parameters which can be used to 
assess the physiological status or as a measure of stress (Consalvey et al., 2005; Perkins et 
al., 2010a). Furthermore, the Rapid Light Curves (RLCs) (see Ralph, & Gademann, 2005) 
can be constructed to understand the current photosynthetic capacity and also responses 
over a broad range of ambient light conditions (Consalvey et al., 2005).  

Pulau Pinang is in the Northern Straits of Malacca and is Malaysia’s well-developed 
state. The coast of Pulau Pinang has changed in the last decade due to vast developments 
and land reclamation. The coastal area’s water quality has significantly deteriorated due 
to excessive organic release from industrial, residential, mariculture activities and active 
coastal developments. Albeit this situation, the coastal intertidal flats of Pulau Pinang 
pose as one of the significant benthic habitats for marine communities and fishing grounds 
for coastal fisheries for nearby fishing communities. Here, using a PAM fluorometer, we 
examined the response of MPB to salinity change in the intertidal flats of Pulau Pinang 
post-rainfall at low tide. We aim to determine the physiological response of MPB to salinity 
change, testing the hypothesis that salinity change due to rainfall inhibits photosynthesis. 
In addition, limited data have been available on benthic diatom communities in Malaysia, 
especially Pulau Pinang. Thus, this paper focuses on the photosynthetic health, species 
composition, and photosynthetic characteristics of benthic diatom from three intertidal 
flats, which are Pantai Jerejak (industrial and residential), Tanjung Bungah (residential 
and tourism), and Teluk Bahang (fishing and aquaculture). 
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MATERIALS AND METHODS

Site Description and Sampling Procedure

Pulau Pinang is in the Northern Straits of Malacca (NSoM) (Figure 1). The area has a humid, 
tropical climate with daily temperatures between 23–32°C (Darif et al., 2016). Sampling 
was conducted at intertidal flats of Pantai Jerejak, PJ (5°20’35.6” N 100°18’43.9” E), Teluk 
Bahang, TB (5°27’46.05” N, 100°12’11.48” E), and Tanjung Bungah, TJB (5°28’3.94’’N, 
100°16’42.53’’E) at low tide when most of the sediment was exposed during tidal emersion. 
To better understand the surrounding environment at each sampling location, two random 
sites were sampled at least 100 m apart (labelled as Site A and B). The sampling period 
was established to coincide with a spring tide to maximise tidal exposure; hence porewater 
was collected for analysis (nutrients, pH and salinity). The sampling was conducted once in 
January and February, whereby heavy rainfall was observed before sampling in February, 
thus allowing us to determine the impact of salinity change on the photosynthetic activities 
of MPB. 

Pantai Jerejak (PJ) is located on the east coast of Pulau Pinang. The coast of Pantai 
Jerejak is currently undergoing rapid developments and land reclamation along its coast. 
Besides, it is surrounded by residential areas, industrial zones, and the aquaculture industry 
from Peninsular Malaysia and Pulau Pinang. A Free Industrial Zone (FIZ) of Bayan Lepas 
was established in 1976. It is consisted of four stages to accommodate various light and 
massive factories and is located close to the study area. Discharges from factories are 
drained into canals, the Keluang River, and the surrounding coastal area. 

Tanjung Bungah (TJB), situated in the Northwest of Pulau Pinang and is also a 
moderately exposed sandy beach. The sandy beach of Tanjung Bungah is known to the 
locals for water sports activities. Tanjung Bungah is more of a residential area than Pantai 
Jerejak, where houses and resorts are built to accommodate the increase in the human 
population in that area. The sampling site is located within the proximity of a fishing 
village. This coastal area houses at least 50 small-scale fishing boats (<40GRT), which 
operates by traditional fishers within the coast (0–5 nautical miles, Zone A) of Tanjung 
Bungah and adjacent areas.    

Teluk Bahang (TB) is in the north of Pulau Pinang. In addition, it is surrounded by the 
Penang National Park and is famous for its fishing landing area for various fishing vessels 
and the aquaculture industry with at least ten fish cages. Apart from being the largest 
fishing village in Pulau Pinang, the coastal area of Teluk Bahang has undergone minimal 
development without any reclamation by comparison to Pantai Jerejak and Tanjung Bungah. 
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Figure 1. Sampling sites () on the coast of Pulau Pinang, Malaysia

Benthic Diatom Sampling and Processing

For species composition, benthic diatom samples were collected from the top 0.5 cm of 
sediment using a 15 mm diameter hand-pushed mini corer from the intertidal zone at each 
site (Jordan et al., 2010). The collected samples were stored in a polyethylene container and 
preserved using Lugol’s iodine solution until the sample analysis (Dalu et al., 2016). The 
sample digestion was done using 10% hydrogen peroxide solution following Cunningham 
et al., (2003) and was identified and counted using the phase-contrast light microscope 
(Olympus BX41) at ×1000 under oil immersion. Slides containing between 200 and 400 
frustules were used to identify and count diatoms (in percentage relative abundance) 
(Dalu et al., 2016). Due to limited taxonomic information on tropical benthic diatoms, 
identification was mainly based on appropriate references from the temperate areas (Round 
et al., 1990; Stidolph, 1980; Witkowski, 2000).  
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Benthic Chlorophyll a Biomass

Benthic chlorophyll a was measured as a proxy for algal biomass. The chlorophyll biomass 
was determined following Jordan et al. (2010). For chlorophyll a biomass, a 30 mm diameter 
clear polycarbonate cores were manually pushed into the sediment and were stopped using 
a rubber bung and immediately returned to the temporarily established working place. The 
sediment for chlorophyll a analysis was placed in an ice-filled, light-proof container and 
immediately transferred to the laboratory. The top 0.5 cm of sediment was re-suspended in 
10 ml methanol, thoroughly mixed, and then stored in the dark for 12 hours at 4°C. After 
the sediment had settled, the solvent was decanted to measure the chlorophyll a content 
using the acidification method (Holm-Hansen & Lorenzen, 1965). A spectrophotometer 
(UVmini-1240, Shimadzu, JAPAN) with 90% methanol as the blank was used to measure 
chlorophyll a Biomass (Strickland And Parsons 1968; Hing et al. 2012). 

Environmental Parameters and Pore Water Nutrients 

To determine the environmental and nutrient status at all sampling sites, environmental 
parameters and nutrients were recorded at low tide during each sampling event. Sediment 
temperature (˚C) was, measured using a digital direct probe thermometer (Hanna Instrument, 
USA) and porewater pH was measured using a pH meter (Starter 300, OHAUS, USA). 
Porewater salinity and sediment surface irradiance (µmol photons m-2 s-1) were measured 
using a digital refractometer (Hanna instrument, USA) and a LI-COR Biosciences LI-205A 
(USA) light meter, respectively. Determinations of nutrient concentrations such as nitrite 
(NO₂ˉ – N/L), nitrate (mg NO₃ˉ – N/L), ammonia (mg NH₃ – N/L), and ortho-phosphate 
(mg PO₄3ˉ– N/L) were analysed from 500 mL of pore water (n=3) using standard titration 
method (Hing et al., 2012; Strickland and Parsons, 1968). At every sampling event, three 
replicates of sediment cores (5 cm diameter; 1 cm depth) were also collected for sediment 
grain size determination (Abdullah et al., 2011). Samples for the analysis were wet sieved 
at 63 μm and 2000 μm mesh size that differentiated them into three different categories 
(mud, sand and gravel) using standard sieving methods (Folk, 1954).

PAM Chlorophyll Fluorescence Measurements

Using a Pocket Pulse Amplitude Modulation (PAM), we measured the variable fluorescence 
to determine the benthic diatom community’s photosynthetic health. The PAM methodology 
followed McMinn et al. (2005). This study uses a Pocket-PAM, which might not be like 
other operating PAMs; care was taken when interpreting the photosynthetic output. Figueroa 
et al., (2013) noted that the Water-PAM has a lower detection limit (0.025 μg chl a L-1) 
by comparison to the Pocket-PAM (500 μg chl a L-1). Hence, the Water-PAM has higher 
sensitivity than the Pocket-PAM. 
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Three 30 mm diameter hand-pushed sediment cores were taken for photosynthetic 
parameter analysis on each sampling occasion. The collected sediment sample was then 
diluted with filtered seawater, and 10 ml of supernatant was then placed on the Pocket-
PAM optical head for measurements. Photomultiplier gain (PM-Gain) settings were set to 2 
before each measurement to keep the measures consistent between samples. The minimum 
(Fo) and maximum (Fm) fluorescence signals were determined on dark-adapted samples. To 
calculate the maximum quantum yield (Fv/Fm), samples were dark-adapted for 20 minutes 
by wrapping the containers in foil and placing them in the dark (Consalvey et al., 2005). 
The Fv/Fm was calculated according to (Schreiber, 2004). Fv/Fm = (Fm – Fo)/Fm, where Fv 
is the difference between Fo and Fm. Fv/Fm values are often used as a sensitive indicator of 
photosynthetic stress or health status for microalgae (Perkins et al., 2006).

Rapid light curves (RLCs) were taken under software control (Wincontrol, Walz) with 
10 s interval duration to eight incremental irradiances at 90, 125, 190, 285, 420, 625, 820, 
and 1150 µmol photons m-2 s-1 to obtain values for maximum quantum yield (Fv/Fm), relative 
electron transfer rate (rETR), photosynthetic efficiency (α) and photoacclimation index 
(Ek) (Ralph & Gademann, 2005). The rETR was calculated by multiplying the irradiance 
by the quantum yield measured at the end of that interval. PAR versus rETR curves was 
described using the non-linear regression curve fitting protocols on SPSS software (SPSS 
Inc. Version 21.0, IL, USA). RLCs provide an insight into an algae’s physiological potential 
and its ability to adapt its photosynthetic apparatus to rapid changes in light intensities 
(Ralph & Gademann, 2005).

Data Analysis

Differences in environmental variables, abundance, biomass (benthic chlorophyll-a 
concentration), photosynthetic parameters and community indices of the sampling months 
and sites were tested through Two-way analysis of variance (ANOVA) followed by post hoc 
Tukey tests using SPSS V 21.0. Principal component analysis (PCA) was used to explore 
the major variation patterns in the environmental data set. The non-metric multidimensional 
scaling (nMDS) was used to classify the samples based on the species composition. Species 
data were square-root transformed to reduce the effects of dominant taxa, and the Bray-
Curtis resemblance measure was applied using the PRIMER 7 software package (Clarke 
& Gorley, 2015). For each sample, the Shannon diversity index (H’), Species Evenness 
(Pielou Index), and Species Richness (Margalef Index) were calculated to characterise the 
species diversity in a community across locations. 
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RESULTS 

Grain Size Composition 

The grain size composition at the sampling locations and sites are shown in Figure 2. 
Sediment grain size was not significantly different (p > 0.05) across the sampling locations. 
The grain size composition was composed of a mixture of mud, sand, and gravel with 
high sand percentage at all sampling locations. However, In Tanjung Bungah (TJB), 
sediment composition changed significantly in February after the heavy rainfall. A higher 
percentage of gravel (84%) was observed in site A compared to January (13%), while the 
mud percentage increased in site B from 4 to 30% in February. 

Figure 2. Grain size composition in the studied locations and sites. Grain size fractions were expressed in 
percentages and consisted of sand, gravel, and mud.

Environmental Parameters and Nutrients 

Environmental parameters (porewater salinity and temperature) and nutrients varied 
significantly (p < 0.001) among the sampling locations across the three sampling locations 
and sites. As sample collection was conducted between 0730 to 0900 hrs in conjunction 
with low tide, cooler sediment temperature was recorded across all sampling locations by 
comparison to average tropical weather. Environmental parameters for the sampling sites 
in January and February are summarised in Table 1. A PCA of environmental data shows 
most locations as distinct groups (Figure 3). For instance, samples in Pantai Jerejak were 
spread on the upper right corner, and samples in Tanjung Bungah were located on the upper 
left-hand side. The first two axes accounted for 65.8% of the total variance. Pantai Jerejak 
was mainly characterized with positive correlation by salinity and ammonia, while Teluk 
Bahang by phosphate, nitrite, and nitrate. 
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Similarly, light availability was also low due to the sun angle, ranging from 156.08±2.88 
to 266.98 ± 36.07 µmol photons m-2 s-1 across sampling locations. Pantai Jerejak recorded 
the highest porewater salinity for both months (Average of site A and B, January: ~ 31.79 
and February: ~ 31.00) and varied significantly (p < 0.001) between Teluk Bahang and 
Tanjung Bungah. The post-rainy condition caused a significant decrease in porewater 
salinity in February at all locations, with the lowest value recorded in Tanjung Bungah 
Site B (20.67 ± 1.15). A small stream in Tanjung Bungah and Teluk Bahang had caused 
a significant difference in salinity between sites A and B in both locations. Porewater pH 
ranged from 7.43 to 8.10 for all sampling sites. In January, the low temperature and salinity 
did not impact the pH, as no significant changes (p = 0.907) were observed during both 
months. 

Figure 3. Principal Components Ordination (PCA) of environmental variables. Vector plots indicate the direction 
and size of the correlation between PC axes and variables. (Sal: Salinity, NO2: Nitrite, NO3: Nitrate, PO: 
Phosphate, NH3: Ammonia,Tem: Temperature, %S: Sand: %G: Gravel and %M: Mud)
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Nutrient concentrations differ significantly (ANOVA, p < 0.001) between all sites 
(Figure 4). A progressive improvement in water quality was noticeable in the locations 
that were further from rapid developments and mariculture activities. Teluk Bahang which 
is located near the mariculture facilities had the highest orthophosphate (0.385 mg/L) and 
nitrate (0.310 mg/L) concentrations in January. However, in February, post-rainy conditions 
have caused a decrease in nitrate and ortho-phosphate concentrations across all stations. 
Ammonia concentrations, however, were not impacted and remained low at all locations. 
Pantai Jerejak, located near the industrial and residential areas, recorded high ammonia 
concentrations (average: 0.070 mg/L). 

Taxonomic Composition and Abundance of Benthic Diatom

Light microscopy examination revealed a total of 53 species of diatoms representing 27 
genera across the sampling locations. Diatom dominated the benthic microalgae at all 
locations, though other groups (Dinoflagellate) were present at lower densities. Thus, in this 
study, only diatoms were observed. The genera containing the highest number of species 
(number given in parentheses) were Amphora C.G Ehrenberg ex Kützing (5), Cocconeis 

Table 1
Environmental parameters of the sampling sites on the Pulau Pinang coastal area (Malaysia)

Location
Variables

ST Light PWS PWpH
PJ A

Ja
nu

ar
y

29.10 ± 0.40a 214.10 ± 0.00a 31.57 ± 0.49a 7.76 ± 0.05a,b

PJ B 29.87 ± 0.06a 214.87 ± 1.29b 32.00 ± 0.00a 8.01 ± 0.01b,c

TB A 29.00 ± 0.53a 166.80 ± 19.79c 25.00 ± 0.00a 7.70 ± 0.13a

TB B 29.53 ± 0.12a 156.08 ± 2.88c 24.77 ± 0.68a 8.09 ± 0.10c

TJB A 29.00 ± 0.01a 230.08 ± 22.34d 25.00 ± 0.00b 7.27 ± 0.06a

TJB B 29.00 ± 0.01a 266.98 ± 36.07d 24.67 ± 0.58b 7.43 ± 0.01c

PJ A

Fe
br

ua
ry

29.07 ± 0.64a 253.68 ± 7.24a 31.00 ± 1.00a,b 7.72 ± 0.14a,b

PJ B 29.77 ± 0.06a 266.19 ± 12.47a 31.00 ± 0.00a 8.10 ± 0.10b

TB A 29.07 ± 0.64b 659.52 ± 29.23b 23.03 ± 2.00b 7.81 ± 0.18c

TB B 29.77 ± 0.06b 637.55 ± 3.86b 20.93 ± 1.01b 8.03 ± 0.34a,c

TJB A 29.20 ± 0.26b 543.75 ± 192.20a 22.93 ± 2.06a,b 7.48 ± 0.02a,c

TJB B 29.90 ± 0.10b 681.73 ± 29.54a 20.67 ± 1.15a 7.59 ± 0.02c

Note: ST indicates sediment temperature; light expressed as µmol photosynthetic photon flux density (PPFD) 
m-2 s-1; PWS indicates porewater salinity, and PWpH indicates porewater pH. Values are reported as mean 
± SD. Same letter denotes no significant differences between different sites or months, and different letter 
denotes significant difference by p <0.05 as determined by ANOVA and subsequent Tukey’s post hoc test.
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Ehrenberg, 1836 (6), and Thalassionema Grunow ex Mereschkowsky (5). Overall, the 
Genus Cocconeis was found to be the dominant genus for all locations and sites, whereby 
Pantai Jerejak (19.94%), Teluk Bahang (15.50%), and Tanjung Bungah (30.94%) (Figure 
5). In terms of species dominance, Pantai Jerejak and Tanjung Bungah were dominated 
by Cocconeis peltoides and Teluk Bahang by Navicula peregrina. 

The total abundance was significantly different (p < 0.001) among locations. Tanjung 
Bungah and Teluk Bahang have higher cell density by comparison to Pantai Jerejak. 
However, the total number of species and genera were relatively similar among locations 
(Table 2). The three diversity indices, species diversity (Shannon Index), evenness (Pielou 
Index), and richness (Margalef Index), used to differentiate both months and locations, are 
shown in Table 2. Due to the similarity in species composition, there were no significant 
differences (p > 0.05) between locations, sites, and sampling months. Shannon Index 
ranged between 2.93 to 3.12, Pielou Index was between 0.49–0.61 dan 6.72 to 5.95 for 
Margalef Index.

The n-MDS performed (two-dimension, stress = 0.1) on the relative abundance of 53 
species collected at all locations and sites (12 samples) pointed out an apparent similarity 
among diatom communities of coastal intertidal areas of Pulau Pinang (Figure 6). Pantai 
Jerejak groups were easily distinguished from Tanjung Bungah and Teluk Bahang. The 
average dissimilarity between Pantai Jerejak and Teluk Bahang is 30.41%, Pantai Jerejak, 
and Tanjung Bungah 30.79%, Teluk Bahang and Tanjung Bungah 28.95% (SIMPER 
analysis). 
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Figure 4. Porewater nutrients concentrations (mg/L) at the sampling sites on the Pulau Pinang coastal area
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Table 2
Species number, diversity, evenness, richness, abundance, and chlorophyll a biomass at three sampling locations 
during the study period

Sampling 
Location

(Site)

Variables
Species 

Diversity 
(Shannon 

Index)

Species 
Evenness 
(Pielou 
Index)

Species 
Richness 
(Margalef 

Index)

Total 
Genera

Total 
Species

Abundance
(cell x 103 cmˉ2)

PJ A

JA
N

U
A

R
Y

3.09 ± 0.13 0.61 ± 0.08 5.95 ± 0.13 23 39 361.04 ± 65.61
PJ B 3.02 ± 0.07 0.58 ± 0.08 6.24 ± 0.23 24 42 491.95 ± 66.92
TB A 3.00± 0.15 0.52 ± 0.08 6.26 ± 0.46 20 44 395.56 ± 35.83
TB B 3.08 ± 0.15 0.54 ± 0.05 6.30 ± 0.42 26 49 553.26 ± 32.33
TJB A 3.00 ± 0.17 0.52 ± 0.08 6.02 ± 0.61 24 46 524.59 ± 32.35
TJB B 3.09 ± 0.16 0.56 ± 0.10 6.22 ± 0.12 25 47 481.01 ± 111.95
PJ A

FE
B

R
U

A
R

Y

2.93 ± 0.10 0.49 ± 0.05 6.19 ± 0.51 22 41 416.31 ± 66.57
PJ B 3.20 ± 0.09 0.59 ± 0.00 6.72 ± 0.52 25 49 429.33 ± 54.47
TB A 3.16 ± 0.10 0.55 ± 0.02 6.66 ± 0.54 25 47 552.69 ± 60.82
TB B 3.25 ± 0.04 0.60 ± 0.04 6.60 ± 0.09 26 48 554.96 ± 59.38
TJB A 2.94 ± 0.13 0.47 ± 0.04 6.24 ± 0.42 24 47 549.68 ± 56.38
TJB B 3.08 ± 0.21 0.52 ± 0.11 6.54 ± 0.20 24 45 593.25 ± 116.71

Figure 5. Taxonomic composition of benthic diatom communities of individual samples collected from three 
sampling locations. (The species with relative abundance above 2% are presented, with the remaining species 
grouped as “others’. The relative abundance is presented as the percentage of the total cells counted)
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Figure 6. Classification of samples based on species composition by non-metric multidimensional scaling (nMDS)

Benthic Chlorophyll a Biomass and Photophysiological Parameters

There was no significant difference (p = 0.476) between all sampling locations in benthic 
chlorophyll a concentration. However, significant differences (p < 0.05) were observed 
within the sampling site at each location. The highest value of 193.23 ± 14.36 µg/m3 was 
recorded at Pantai Jerejak, Site A (Jan) and the lowest value at Teluk Bahang, Site B (Feb) 
(Figure 7a). However, the post rainy condition and the sediment composition changes 
have caused a significant decrease (p < 0.05) in chlorophyll a biomass, mainly in Teluk 
Bahang (Figure 7a). 

The maximum quantum yield recorded at all locations ranged from 0.170 to 0.340, 
which is relatively low (Figure 7b). In general, higher values were recorded in January (p 
> 0.05) compared to February. The highest Fv/Fm values were measured in Tanjung Bungah 
(0.34 ± 0.03) and Teluk Bahang (0.340 ± 0.05). In contrast, the lowest Fv/Fm values (~ 
0.16 – 0.19) were measured at Site A (Pantai Jerejak) for both months were the highest 
in Tanjung Bunga (Site A (Jan): 35.51 ± 6.48 and B (Jan): 20.32 ± 5.26) but the value 
decreased to almost 80% in February. The rETRmax values ranged from 3.45 to 35.51 for 
all locations (Figure 7c). Similar patterns were observed for the photosynthetic efficiency 
values with significant differences between sampling time (p = 0.035) and locations (p = 
0.001). The α values were the highest in Teluk Bahang and lowest in Pantai Jerejak, with 
significant differences between all sampling sites (p < 0.05) (Figure 7d). The mean Ek (light 
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acclimation) parameter ranged between 67.96 ± 20.94 to 236.71 ± 50.39 µmol photons 
m-2 s-1, with low values recorded in Teluk Bahang (Figure 7e). 

(b)

(a)

(c)

(d)
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Figure 7. The measurement of a. Chl a biomass (µg/m3) and photosynthetic parameters: b. Maximum quantum 
yield (Fv/Fm), c. relative electron transport rate (rETRmax), d. photosynthetic efficiency (α : µmol photons 
m-2 s-1) and e. Photoacclimation Index (Ek: µmol photons m-2 s-1) in the three sampling sites

DISCUSSION

Diatom Assemblages and Their Environmental Significance

Diatom is the dominant group of the intertidal microphytobenthos composition and has been 
noted as one of the most crucial elements in aquatic ecosystems. Despite their ecological 
role, very little is known about the distribution and ecology in tropical coastal intertidal 
flats, especially in Malaysia. The qualitative distribution of benthic diatom is one of the 
fundamental characteristics of intertidal flats. Like many other benthic diatom assemblages 
(Dalu et al., 2016), the composition and structure of benthic diatom inhabiting Pulau Pinang 
intertidal flats have resulted from a complex interaction of environmental variables, mainly 
nutrients, salinity, and temperature. 

The genus Amphora, Cocconeis, and Navicula were noted as the dominant genus in this 
study, which is also prevalent in many intertidal flats, both in tropical and temperate (Du 
et al., 2009; Jordan et al., 2010; Salleh & McMinn, 2021). The benthic diatom inhabiting 
the Pulau Pinang coastal areas were distributed irregularly, and their species diversity is 
relatively low compared to other studies in the tropics (Chen et al., 2020). Similar low 
diversity was noted by McMinn et al. (2005) in the coastal areas of Pulau Pinang. Although 
having a similar number of species at all locations, the dominant genus/species varied 
between sites and months. The differences in the dominant genus/species at the stations 
each month can be explained by the differences in sediment nutrients, salinity, and in-situ 
temperature at each site. Cocconeis peltoides and Navicula peregrina were dominant in this 
study in most sampling sites. It is noted that diatom from both genera is dominant in  many 
marine sediment surface (Mitbavkar & Anil, 2006). Genus Cocconeis was predominantly 
dominant in Tanjung Bungah, and Navicula was relatively evenly distributed in all locations. 

(e)
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The concentration of Chl a is generally used as an index of productivity (MacIntyre & 
Cullen, 1996). One of the main factors governing benthic diatom assemblages is substratum 
type (Cahoon et al., 1999) and is considered an essential variable in influencing benthic 
microalgae biomass and composition. For example, Jesus et al. (2009) noted higher diatom 
biomass in sandier substrates, while others contradict this finding and reported higher 
diatom biomass associated with muddier sediment (Du et al., 2009). Sandier substrates 
dominated sediment in Pantai Jerejak, and Tanjung Bungah noted higher chl a biomass 
than Teluk Bahang. Although studies have recorded correlations between chl a biomass and 
pore water nutrients (Magni & Montani, 2006). Du et al. (2009), noted that this is due to 
large oscillations of nutrient concentration in intertidal flats. However, in our study, chl a 
biomass was mainly influenced by salinity. Pantai Jerejak, with the highest chl a biomass, 
also recorded the most elevated salinity. The runoff from a small stream in Tanjung Bungah 
and Teluk Bahang has a significant influence on the diatom composition. Salinity is also 
one of the main parameters attributed to the diatom diversity and acts as a limiting factor 
influencing the community’s distribution (Häusler et al., 2014). 

Similarly, Darif et al. (2016) noted a considerable variation in salinity within the spatial 
scale (min value: 15.0 and max value 30.3) in Tanjung Bungah, which has impacted the 
presence of the macrobenthos. Generally, changes in the salinity of the intertidal habitats 
are due to the influx of freshwater from land runoff; caused by monsoon or tidal variations. 
Various studies have highlighted the importance of salinity (De Troch et al., 2012) gradients 
in marine ecosystems contributing to the spatial variability in these systems’ biology 
(Thornton et al., 2002). Salinity and temperature were the most strongly related variables 
to assemblages’ composition in intertidal areas. Thus, it is an essential factor in controlling 
diatom distribution within the coastal ecosystem in Pulau Pinang. Regardless of the many 
studies on the relationship between environmental variables and diatom assemblages, 
determining the primary regulating variables at most coastal sites is still complicated. 
Main environmental variables are usually interrelated with other organism distribution in 
coastal areas. Therefore, further studies and frequent monitoring are needed to highlight 
the critical relationship between biofilm taxonomic composition and water chemistry to 
identify species’ ecological preferences. 

In-situ Photophysiological Responses During Low Tide Exposure 

Maximum quantum yield (Fv/Fm) values can be used as a sensitive indicator of 
photosynthetic stress (Vieira et al., 2016). The Fv/Fm values recorded during low tide at all 
sites were relatively low compared to values of 0.650 for healthy microalgae (Schreiber, 
2004). Although exposed to lower light intensity, Fv/Fm values in Pantai Jerejak were 
always low. Fv/Fm values indicated that benthic diatom in Teluk Bahang and Tanjung 
Bungah were relatively healthier or less impacted by environmental stressors (e.g., nutrient 
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limitation, harsh temperature, or high dissolved oxygen concentration) (Li et al., 2021). 
Also, Fv/Fm was also observed in samples with high mud content. Further analysis and 
prolong monitoring is needed to determine whether this is caused by grain size (shading) 
as vertical migration activities might be less possible as 10 s intervals in RLCs were used 
here, thus minimising the confounding effects of vertical cell migration (Perkins et al., 
2010b; Serôdio et al., 2006). 

RLCs characterised the in-situ physiological response to temperature and salinity 
changes during low tide exposure. The parameters generally declined, corroborating 
those changes in temperature and salinity resulted in a decrease in photosynthetic activity. 
However, there is no evidence of photoinhibition, possibly due to the downward migration 
or the presence of photoprotective pigments (Jesus et al., 2006). rETRmax is a function 
of the enzymatic processes that depend on temperature, nutrient availability, light history, 
biochemical composition, and species composition, among other factors (e.g: Domingues 
et al. 2012; Laviale et al. 2015; Li et al. 2021). In this study, rETRmax was relatively 
lower than other tropical areas. Similarly, low values were also recorded by McMinn et 
al. (2005) during their study in the coastal area of Pulau Pinang. Adding to this, as we 
used the Pocket-PAM, this could explain the variations. Thus, the values reported in this 
study are only relative. 

Lower Ek values were noted for muddier sediment in Tanjung Bungah, supporting 
prior studies that diatom communities inhabiting muddier sediment exhibit lower light 
acclimation than sandier sediments (Cartaxana et al., 2016). It is noted that a well-
acclimated community would be expected to have an Ek value similar to the in-situ PAR 
as they can adjust their metabolism to maximise their response to light (Serôdio et al., 
2005). The photosynthetic efficiency (α) was relatively low in Pantai Jerejak, whereby in-
situ PAR was always low in both sampling months. It is expected that low light acclimated 
communities would have a high α value as they are more effective at rapidly utilising light 
at low irradiances (Ralph & Gademann, 2005) as observed in Tanjung Bungah. Hence, this 
indicates that benthic diatom communities in Pantai Jerejak were severely adapted to the 
ambient PAR and light limitations. However, a more extended monitoring period would 
be needed to determine these communities’ ability to adapt to their light environment. The 
highly variable environmental conditions in the intertidal flat are likely to cause damage 
to the photosynthetic apparatus, mainly through reactive oxygen accumulation (Goss & 
Lepetit, 2015).

CONCLUSION 

In summary, this study represents a snapshot of benthic diatom communities in three coastal 
intertidal areas in Pulau Pinang, whereby 53 taxa were observed. The obtained results 
represent the photosynthetic adaptation of benthic diatom to the changes in environmental 
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factors, mainly salinity and temperature, while the constant low light did not significantly 
impact benthic diatom. The decrease in salinity resulted in lower photosynthetic capacity 
but did not induce photoinhibition. Our study lacks adequate long-term data to indicate 
specific environmental variables that significantly affect intertidal distributions of diatoms 
and their photosynthetic responses. However, the findings from this study provide baseline 
knowledge of diatom composition, photosynthetic health, and the relationship between 
their abundance and variations of environmental variables in the intertidal flats. 
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ABSTRACT
This review aims to quantify the impact of calcium chloride in cementation solutions on 
Microbial Induced Calcite Precipitation (MICP). Specific soil strength properties, such as 
the Unconfined Compressive Strength (UCS) test, permeability (k) and calcium carbonate 
content of the soil, form the basis of quantifying the test results. Relevant articles from 
various online databases such as Scopus, Science Direct, ProQuest Dissertations and Theses 
Global (PQDT), Mendeley and Google Scholar are obtained with search strings of suitable 
keywords. The Preferred Reporting Items for Systematic Reviews and Meta-Analyses 
(PRISMA) were used to screen and select related articles based on exclusion and inclusion 
characteristics. This review shows a positive correlation between calcium concentrations 
and soil strength properties, where higher concentrations of calcium solutions induce 

stronger bonding between soil particles due 
to better calcite precipitation. However, we 
also note a reversed correlation when the 
concentration of calcium solutions is higher 
than 1 M. This review also verifies that the 
MICP process enhances soil strength using 
optimum calcium chloride concentration to 
avoid soil brittleness. This result benefits 
other fields, such as agricultural and soil 
engineering.

Keywords: Calcite, calcium chloride, permeability, 

polymorph, unconfined compressive strength, vaterite
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INTRODUCTION

Immense awareness about sustainability in most aspects of life in recent times has 
influenced the curiosity of researchers worldwide regarding microbial-induced calcite 
precipitation (MICP) and the bio-cementation process (Chuo et al., 2020). Microbial activity 
induces and regulates chemical reactions in loose granular soil, solidifying its structure 
with incorporated tensile strength and a greater density (Duo et al., 2018). The crucial 
components for MICP application are bacteria, urea and calcium chloride. The bacteria 
present in the soil secrete specific enzymes for reactions, such as carbonic anhydrase and 
urease (Wei et al., 2015), to convert specific chemical substances into carbonate ions for 
MICP. Al Qabany et al. (2012) report that passive precipitation is the most preferred type 
of MICP technique used in research, where the pH value of the soil system is regularly 
changed as the hydrolysis of urea is influenced by bacterial activity.

According to Chahal et al. (2011), calcium chloride (CaCl2) acts as a calcium 
source for the growth of respective bacteria, which are added to the media for calcium 
carbonate (CaCO3) precipitation. The existence of calcium ions in the soil system induces 
the formation of CaCO3, which is established by the presence of CaCl2 in the media 
(Golovkina et al., 2020; Lapierre et al., 2020). However, the use of commercial CaCl2 in 
MICP applications can have disadvantages as (i) it is not cost-efficient, (ii) it can lead to a 
decrement in chemical efficiency, and (iii) it showcases corrosive characteristics (DeJong 
et al., 2006; Khadim & Zheng, 2017). Chemical efficiency in MICP is defined as the 
amount of precipitated calcite compared to the amount of pure chemical substances like 
urea and CaCl2 percolated into the soil. However, Al Qabany et al. (2012) report that the 
best input rate of chemical efficiency with the use of pure urea and analytical grade CaCl2 
in creating MICP condition can reach up to 0:084 mol/L/h. However, it can drop to half 
the rate even within similar conditions. These findings indicate that there is no guarantee 
of high efficiencies of MICP even with commercial CaCl2. 

There are still questions with inconclusive answers in MICP research studies, 
specifically on the impact of calcium chloride in the cementation solution in MICP. This 
systematic review thus intends to answer related questions by searching for alternative 
calcium sources such as mollusc shells, limestone powder, seawater and eggshells. This 
systematic literature review aims to explore more sustainable methods for MICP to be used 
in the future by setting the objectives to compare the impact of CaCl2 on two properties of 
MICP, namely, (i) permeability values test and (ii) the Unconfined Compressive Strength 
(UCS).
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MATERIALS AND METHODS

Literature Search Strategy

This study is focused on research on MICP processes that induce soil strength properties. 
The primary literature search was done using Scopus, Science Direct, Mendeley, Google 
Scholar, ProQuest Dissertations and Theses Global (PQDT) online databases. Search strings 
for terms in the title, keywords, or abstract were employed using the Boolean operators 
“AND” or “OR,” as shown in Table 1. The most effective search strategy that minimises 
irrelevant article results was found to be limiting search results to titles and abstracts. 
Publications published between 2011 and early 2021 were found using this search strategy, 
which also maintained data accuracy. 

Table 1
Search strategy and search string terms used in PRISM

Num. Subject Search string
1. Microbial Induced Calcite 

Precipitation (MICP)
‘Microbial induced calcite precipitation’
‘Microbial induced calcium carbonate precipitation’
‘Biocementation’
‘Biomineralization’

2. Calcium ‘Calcium’
‘Calcium chloride influence’
‘Calcium chloride factor’
‘Calcium shell’
‘Calcium powder’

3. Soil Strength Properties ‘Soil strength properties’
‘Mechanical properties’
‘Hydraulic properties’
‘Unconfined Compressive Strength (UCS)’
‘Permeability’

Screening Process

Inclusion criteria were used to finalise the research articles to fulfil the objectives of this 
study. Hence, published studies that did not meet the criteria from previous studies and 
review papers were excluded. A total of 300 published studies were screened by title, 
abstract and full-text evaluation. Briefly, 98 % of the screened English-language articles 
were rejected in the screening phase, and only six were included in the final screening 
stage. The search results were filtered based on the inclusion criteria throughout the 
screening process. The published articles were included if they (i) used the MICP 
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mechanism, (ii) used different calcium concentrations, (iii) used alternative calcium sources, 
(iv) reported Unconfined Compressive Strength (UCS) test data, (v) reported permeability 
test data, (vi) reported CaCO3 content data, and (vii) reported polymorph produced. The 
PRISMA is shown in Figure 1, where all summaries of steps and exclusion explanations 
used to limit the search results further are included.

Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) for review on the 
impact of calcium chloride on MICP in soil
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Data Extraction

A total of 6 publications that met the requirements were published in the last decade. All of 
these were used to evaluate CaCl2’s impact on soil permeability, and the rest were further 
used to assess the impact of CaCl2 on the Unconfined Compressive Strength. As a result, 
these articles have qualitative and quantitative data that may be used for further evaluation. 

RESULTS AND DISCUSSION

A total of 300 articles were found using primary search string terms in five online databases. 
The screening process was based on titles, abstracts, and full text. In this process, 239 
articles were rejected upon title screening, 45 were rejected upon abstract screening, and 
ten were rejected upon full-text screening, resulting in only six studies being included in 
this review. The oldest research article in this study was published in 2013, while the newest 
one was published in 2019. Four out of the final six articles used Sporosarcina pasteurii 
in their MICP studies, except for Soon et al. (2014) and Cheng et al. (2014), which used 
Bacillus megaterium and Bacillus sp., respectively (Table 2). Most of the included studies 
produced the most stable polymorph of CaCO3, known as calcite, and only two articles 
reported the production of another polymorph of CaCO3, vaterite, by Sporosarcina pasteurii 
(Liang et al., 2020; Al Qabany & Soga, 2013). 

CaCl2 Impact on Soil Permeability

Different concentrations of CaCl2 influence soil particles in MICP treatment differently 
in terms of soil strength properties. This review extracted and analysed data on specific 
soil strength properties based on the UCS and permeability tests. Table 2 summarises the 
permeability test data extracted from selected studies.

Table 2
Types of calcifying bacteria, CaCl2 polymorph, permeability and Unconfined Compressive Strength test values 
produced in MICP in the soil samples treated with different concentrations of calcium chloride

Studies Bacteria CaCO3

Polymorph
Calcium 
Chloride 

Concentration 
(M)

Permeability 
(m/s)

Unconfined 
Compressive 

Strength (kPa)

Soon et al. 
(2014)

Bacillus 
megaterium

Calcite 1
0.5
0.25

5.1 x 10-8

0.5 x 10-8

1.4 x 10-8

78
130
120

Liang et al. 
(2020)

Sporosarcina 
pasteurii

Vaterite 0.4 1.12 x 10-4

1.7 x 10-4

1.5 x 10-4

1454
852
984
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Generally, the main factors contributing to the permeability coefficient are the soil type, 
porosity, density, and soil composition (Koestel et al., 2018). The permeability test is one 
of the most important assessments used to determine the ability of MICP treatment to bind 
soil particles together. Despite the fact that each paper reported on a different experimental 
setup and type of sand, all data show that permeability is inversely proportional to CaCl2 
concentration up to 0.5 M (Table 2). The lowest measured permeability test value at 0.5 M 
CaCl2 is 0.5 x 10-8 m/s (Soon et al., 2014), and the highest measured permeability test value 
at 0.5 M CaCl2 is 5.7.1 x 10-4 m/s (Al Qabany & Soga, 2013). Nevertheless, it depends 
on the type of bacteria, concentration of CaCl2 and type of CaCO3 polymorph. The gap 
between adjacent soil structures is reduced at higher concentrations of cementation solution 
(1.5–2.5 mol/L) based on the CaCO3 that bonds to the exterior of soil particles and clogged 
pores. More CaCO3 is involved in the consolidating and interconnecting processes, which 
improves the structural rigidity of the soil system (Duo et al., 2018). 

The reduction in permeability value is attributed to CaCO3 polymorph distribution, 
particularly calcite precipitations at particle-particle interactions, which cause the opening 
of pores that inhibit water flow (DeJong et al., 2010; Duo et al., 2018). Even though there 
are no changes in the specimens’ extrinsic appearance when MICP is used, the calcite 
precipitation distribution pattern at the pore level can produce significant permeability 
values compared to vaterite (Al Qabany & Soga, 2013). Because calcite and vaterite are 
different solid-state phases of CaCO3, the impact of MICP on permeability varies. Calcite 
is a thermodynamically stable CaCO3 polymorph that can withstand soil grain pressure 

Table 2 (Continue)

Studies Bacteria CaCO3

Polymorph
Calcium 
Chloride 

Concentration 
(M)

Permeability 
(m/s)

Unconfined 
Compressive 

Strength (kPa)

Al Qabany 
and Soga 

(2013)

Sporosarcina 
pasteurii

Vaterite 1
0.5

0.25

1.7 x 10-5

5.7 x 10-6

1.9 x 10-6

822
1659
1413

Choi et al. 
(2017)

Sporosarcina 
pasteurii

Calcite 0.3 6.0 × 10−6 1110

Cheng et al. 
(2014)

Bacillus sp. Calcite 0.01 M 5.7 × 10−5 227

Shahrokhi-
Shahraki et 
al. (2014)

Sporosarcina 
pasteurii

Calcite 1
0.5
0.25
0.1

2.6 x 10-5

1.7 x 10-4

1.8 x 10-4

2.1 x 10-4

240
80
75
50
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(Ganendra et al., 2014), while vaterite is a minor, metastable, and in a transitional phase 
to form a much stable polymorph, the calcite (Hua et al., 2007).

Soon et al. (2014) and Al Qabany and Soga (2013) report that the permeability data 
trend is violated when it reaches a threshold of CaCl2 concentration, specifically at 1 M, 
and report permeability values of 5.1 x 10-8 ms-1 and 1.7 x 10-5 ms-1, respectively. The 
permeability data increased as the calcium concentration increased from this threshold 
value of 1 M of CaCl2. These two articles prove the concept of an optimum cementation 
solution concentration in enhancing the strength of MICP-treated soil specimens, with 
the ideal cementation solution concentration ranging between 0.5–1 M of CaCl2. A higher 
CaCl2 concentration solution led to less homogenous precipitation at both the micro and 
macro scales (Soon et al., 2014). Although the reported samples were not entirely cemented, 
the early decline pattern seen in the observed permeability data of the 1 M samples is 
associated with localised clogging rather than an overall loss in permeability (Al Qabany 
& Soga, 2013). The use of a greater concentration of cementation solution did not only lead 
to denser calcite structures but also resulted in a rapid reduction of bacterial activity. The 
reduction in bacterial activity s explained by the urea compound becoming less abundant 
in the encapsulated bacteria to catalyse hydrolysis (Al Qabany et al., 2012). 

A similar negative impact of calcium concentration beyond the optimum range on 
bacterial growth was also reported by Chunxiang et al. (2009); whereas calcium ions 
surround the cell membrane, bacterial enzyme digestion and the consequent changes in 
the properties of the CaCO3 layer are inhibited with restriction of urea passage. The same 
trend was reported by Nemati et al. (2005), where an increase in the concentration of 
CaCl2 led to greater conversion to CaCO3, with the highest conversion of 99 % observed 
in cultures containing 25 and 30 g/L CaCl2. A concentration of 40 g/L CaCl2  resulted in a 
lag phase in CaCO3 synthesis with a decreased conversion rate of 80 %. It demonstrates 
that concentrations of CaCl2 higher than the threshold have an impeding effect on bacterial 
activity. High quantities of urea hinder bacterial growth, suggesting the vitality of an 
optimum CaCl2 concentration, as aforementioned in the MICP technique, to improve soil 
structure (Nemati et al., 2005).

To overcome this problem, Chunxiang et al. (2009) suggested that both cementation 
solution and bacterial solution be introduced simultaneously since the bacterial cell wall is 
composed of numerous negative charges (Dardau et al., 2021) and thus, if positively charged 
ions are introduced first without urea, Ca2+ ions spontaneously adhere to the bacterial 
surface (even in the presence of urea), severely influencing and delaying bacterial activity. 
Thus, enzyme degradation is hindered no matter when urea is added, as bacterial surfaces 
would be coated with Ca2+, which impairs urea passage. In summary, the efficiency of the 
MICP process can be enhanced by using a low concentration of CaCl2 and injecting both 
CaCl2 and urea solutions at once in the soil sample. On the other hand, Chuo et al. (2020) 
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recommend higher concentrations of bio-cementation solution or longer treatment cycles 
to be used in MICP experiments to improve soil liquefaction susceptibility. The same 
pattern was also seen in the study by Duo et al. (2018), where the permeability coefficient 
of sand samples treated with 0.5, 1.0, 1.5, 2.0, and 2.5 M cementation solution dropped 
by 42.6, 71.3, 97.5, 98.6, and 99.1 %, respectively, as compared to traditional aeolian sand 
through eight treatment cycles.  

The Impact of CaCl2 on the Unconfined Compressive Strength

The effectiveness of MICP treatment to bind soil particles together is also evaluated using 
the UCS test. The highest UCS test value (1659 kPa) was attained when 0.5 M CaCl2 
was used in the cementation solution (Al Qabany & Soga, 2013). As with permeability, 
all experiments from selected articles were conducted in different configurations with 
various types of sand. However, similar patterns of increasing strength were discovered 
to be obtained. The combined data from four studies, Choi et al., 2017, Cheng et al., 2014; 
Liang et al., 2020 and Al Qabany & Soga, 2013, suggest the direct impact of incremental 
CaCl2 concentrations on the UCS values (Table 2). In a study by Duo et al. (2018), the 
same trend was reported where the soil samples were treated with 0.5, 1.0, 1.5, 2.0, and 
2.5 M solidification solutions for the UCS test with observed values of 1.71, 4.93, 6.64, 
and 3.69 MPa, respectively. 

Although the UCS value reported in selected studies and previous studies varies 
depending on the type of test soil and CaCl2 concentration, the MICP-treated sand shows 
an improvement in shear strength compared to the control. Soon et al. (2017) reported a 
25–100 % improvement in a blend of coarse and fine grains sand, whereas Lu et al. (2010) 
published studies on fine sands that improved by 25–120 %. It was proposed that in any 
type or condition of sand, as long as pores exist between coarse grains, it will create a 
favourable environment for forming calcite bonds at particle-particle contacts, thereby 
improving the soil’s shear strength (Ng et al., 2013). Most of the carbonate ions produced by 
urea hydrolysis combine with calcium ions to form CaCO3 polymorphs in the intergranular 
spaces of soil columns (Okwadha & Li, 2010), leading to an improvement of the shear 
strength properties. Calcite particles (one of the polymorphs) that cover soil grains and 
deteriorated calcite crystal fines formed by shearing cause an increase in overall particle 
roughness, significantly impacting the UCS values (Feng & Montoya, 2016). 

They also report that relatively high cementation solution concentrations result in 
increased calcite precipitation, manifested as large crystal formation on soil particles and 
localised deposition. Shahrokhi-Shahraki et al. (2015) state that more brittle responses 
are caused by stiffer, higher solution concentrations where the maximum UCS test value 
of 240 kPa was achieved in this report with a 1 M CaCl2 concentration in soil capillary 
pores. The shear strength of samples treated with 0.25 M cementation reagent improved by 
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26–57 %, while the UCS of specimens treated with 0.5 M reagent improved by 25–69 %. Good 
correlations with UCS improvement were observed between 1.0 and 2.5 % calcite content (R2 
= 0.87), with the maximum enhancement in the UCS achieved at about 2.5 % calcite content 
(Soon et al., 2014).

Solutions with higher concentrations of calcium and urea are hypotheses to promote 
the binding between soil particles due to higher levels of calcite precipitation (Cui et al., 
2021). The strength of bio-cemented calcareous soil also appeared to rise as the cementation 
level increased (Al Qabany et al., 2012). The MICP treatment may significantly improve 
the rigidity of calcareous soil (Cui et al., 2021) due to calcium carbonate cementation. 
However, Soon et al. (2014) and Al Qabany and Soga (2013) report that any increment of 
CaCl2 beyond 0.5 M will reduce the UCS value to 40 % and 50 %, respectively. Studies 
by Al Qabany and Soga (2013) and Soon et al. (2014) showed a decrement in UCS test 
values when a 1 M calcium chloride solution was used in their experiments. When a high-
concentration treatment (1 M) was employed, they observed a less homogenous calcite 
deposition pattern with bigger crystal sizes. 

This proposed pattern was supported by Velpuri et al. (2016), as the calcite precipitation 
rate is affected by calcium concentration. Calcite precipitation occurs with increasing 
calcium ion concentration and remains relatively unchanged under specified urea and 
bacterial conditions. Nevertheless, with increasing calcium ion concentration levels, 
injection blockage became more severe, which made it harder to achieve uniformly 
cemented soil samples. Sheikh and Atmapoojya (2022) also indicated that crystal growth 
grows in size as the concentration of the cementation solution increases, yet inhibiting a 
homogeneous precipitation process. Al Qabany and Soga (2013) reported that the increased 
sample strength observed while using a low-concentration solution is linked to a better 
distribution or bigger proportion of deposition at particle interactions, resulting in more 
uniform cementation in the samples. Whiffin et al. (2007) created cemented samples with 
a 1 M solution, and when compared to the 0.25 M data (Al-Qababy et al., 2012), the 
strength values of the 1 M samples are lower. It is worth noting that Whiffin et al. (2007) 
work on the cemented core samples, as compared to Al-Qabany et al. (2012) studies on 
non-cemented samples. It is because the homogenous distribution of precipitated calcium 
carbonate all a uniform layer surrounding the soil particles, which leads to a higher UCS 
value (DeJong et al., 2010; Gebru et al., 2021).  

It is also reported that inconsistently sized CaCO3 distribution patterns with bigger 
crystal sizes are formed when the cementation solutions with higher CaCl2 concentrations 
are used (Soon et al., 2014). It could support the promising results (better soil strength 
properties) obtained with MICP processes that used alternative calcium sources at low 
calcium concentrations compared to the commercial CaCl2 (1 M). Figure 2 illustrates 
different sizes of CaCO3 deposition in soil structures at various chemical concentrations.
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Figure 2. Pore blockage as an outcome of MICP utilising (a) a lower chemical concentration and (b) a higher 
chemical concentration is depicted in a conceptual illustration (Al Qabany & Soga, 2013)

The unfavourable effect of the 1 M cementation solutions on soil properties was also 
reported by Soon et al. (2014), where no discernible difference in shear strength or hydraulic 
conductivity was recorded post-treatment. Additionally, measurements of ammonium 
concentration and pH values indicated no observable urease activity. This claim is also 
supported by Whiffin (2004) during the first 8 hours of the cementation process in the 
experiment, when a two-fold rise in calcium concentration reduced urease activity by 10 %, 
with no impact beyond that. Al Qabany and Soga (2013) also noticed that the precipitation 
patterns indicated that greater amounts of cementation solution not only lead to thicker 
calcite structures but may also result in a rapid reduction of bacterial activity as urea 
becomes less accessible to the enclosed bacterial cells to catalyse hydrolysis. Therefore, 
it was proposed to use a minimal cementation solution that can be applied with uniform 
CaCO3 deposition and many nucleation spots to gradually raise the consolidation solution 
to minimise the number of injections. Although this strategy may sound theoretically 
relevant, a further experimental study is required to demonstrate its efficacy.

In contrast, a controversial strategy has been proposed for applying CaCl2 and urea 
to enhance the MICP process based on supersaturation. Bosak and Newman (2005) 
proposed that smaller deposits of CaCO3 can be achieved through rapid nucleation by 
using higher cementation solutions and bacterial concentrations. Al-Thawadi et al. (2012) 
tested this concept and reported that ureolytic bacteria help precipitate calcite crystals 
as nanocrystalline clusters (specifically smaller particles) when exposed to high urea 
and calcium ions. These particles will enhance the solidification of soil structures by 
constructing bridge points between soil grains. Smaller CaCO3 particles are thus formed 
due to the rise in supersaturation index (SI) in the soil system, leading to smaller calcite 
crystal formations (De Muynck et al., 2010; Mujah et al., 2019).

(a) (b)
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CONCLUSION

The CaCl2 concentrations observed are directly proportional to soil strength properties. 
Greater concentrations of CaCl2 lead to a rapid loss in permeability and elevate the UCS 
values. However, an optimum range of CaCl2 concentrations in cementation solutions 
needs to be observed, as higher CaCl2 concentration above a threshold will lead to localised 
clogging and inhibition of bacterial activity. Consequently, the heterogeneity of the calcite 
distribution in the soil will be disturbed with a reduction in the soil strength.
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ABSTRACT

This study analyzes the effect of dust exposure and worker characteristics on lung function. 
This type of research was observational with a cross-sectional design. The population 
was 20 marble home industry workers in Tulungagung. The total population technique 
determined the sample. Data analysis was carried out using Smart PLS software. The study 
results found that sociodemography, including age, nutritional status, and years of service, 
affected lung function with a t-statistic of 2.604. Dust exposure, which includes respirable 
dust content and duration of exposure, impacted lung function with a t-statistic of 2.522. 
Marble artisans in Tulungagung with the age of >35 years and a long working period of 
>5 years with a level of exposure to silica dust >3 mg/m3 and supported by a long working 

period of >7 hours had great potential for 
lung function. The recommendation was 
for home industry entrepreneurs to provide 
masks according to standards. The role of 
public health center officers was to monitor 
the work environment and regularly check 
home industry workers’ health.

Keywords: Long exposure, lung function, nutritional 

status, respiratory complaints, silica dust
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INTRODUCTION

Marble is one industry that contributes to high foreign exchange for the country. The 
largest marble-producing area in Indonesia is found in the Besole sub-district, Tulungagung 
Regency, East Java Province. Marble-making materials contain chemicals such as CaCO3, 
silica, iron, aluminum oxalate, MgCO3, and others (Kurniawati & Titisari, 2019). Making 
marble uses water and produces liquid waste containing lime and other chemicals (Videsia 
et al., 2017). Not only is liquid waste generated from the manufacture of marble but making 
marble that contains chemicals can also be a health threat that is dangerous for workers.

A previous study explained that marble home industry workers in Tulungagung mostly 
used Personal Protective Equipment from used cloth to substitute for masks. The cloth 
used as masks was not washed. The work time was more than 7 hours per day, but if the 
number of orders for marble increased, the working time was more than 9 hours. The 
working period was more than five years (Dewanti, 2019). 

A preliminary survey conducted by interviewing six workers obtained data that workers 
had never had a regular pulmonary function test. The type of work was informal home 
industry (self-help). Moreover, if the workers bear the cost of this pulmonary physiology 
test, it will not be easy to implement. No Personal Protective Equipment or masks were 
available according to standards for occupational risks of exposure to marble dust. There were 
also respiratory problems and eye irritation (red eyes). Silica dust was exposed in mining, 
industry, construction, and granite workers using raw materials containing silica, causing 
health problems for workers (Roney et al., 2019). The total silica average of 0.61% to the 
research result (Kurniawati & Titisari, 2019).

One dust that causes occupational diseases is silica dust from marble because it 
contains SiO2, around 28.35-45% (Murat & Malak, 2012). Marble is a metamorphic rock 
or a change from the original rock, namely the limestone tab. This dust is fibrogenic and 
can cause restrictive lung disorders. The primary reaction to dust exposure in the lungs 
is fibrosis (Susanto, 2011). Based on the Minister of Manpower Regulation Number No. 
5/MEN/2018, the Indonesian government regulates the threshold value of silica dust in 
the work environment at 3 mg/m3 (Kemenaker, 2018). Previous researchers stated lung 
function and respiratory symptoms were found due to exposure to dust and chemicals 
inhaled through inhalation in 85 iron foundry workers in Sweden (Andersson et al., 2019). 

The research result (Sahri et al., 2019) showed that 42.6% of respondents have an unsafe 
risk level of exposure to c-silica dust and potential health problems due to c-silica dust. 
Based on the estimated calculation of chronic exposure risk, the risk level tends to increase 
over the next 20 years. Silicosis is still present in workers who die exposed to silica dust 
between 0.05–0.1 mg/m3. The result of the measurement of c-silica dust in the working 
environment by using a personal sampler on each respondent got a result that exceeds the 
limit value based on Indonesia regulation (Ministry of Manpower and Transmigration No. 
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PER.13/MEN/X/2011) amounted to 55.3%. The value of concentration is very influential 
on the value of intake in workers; the higher the concentration of dust c-silica in the work 
environment, the higher the intake value, so the risk value will also increase.

Silicosis is a pulmonary fibrosis disease caused by silica crystals’ inhalation, retention, 
and lung reaction. Silica particles are deposited in the lungs, digested by alveolar 
macrophages, and activate proinflammatory cytokines and fibrogenic factors that cause lung 
damage and decrease lung function. Fibrosis is a Th2-mediated disease, and IL-13 is one 
of its components. Many studies report an increase in IL-13 rates of pulmonary fibrosis. 
Symptoms of silicosis develop 5 to 30 years after exposure (Jasminarti & Winaniarni, 2019). 

Fibrosis is a Th2-mediated disease, and Th2, IL-4, IL-13, and IL-5 cytokines are 
essential in regulating tissue remodeling and fibrosis. In fibroblast subtypes, receptors for 
IL-4 and IL-13 were found, and in vitro studies showed that extracellular matrix protein 
synthesis and myofibroblast differentiation were induced by IL-4 or IL-13 stimulation 
(Esmaeil et al., 2014).

By seeing the magnitude of health problems due to exposure to ceramic makers’ dust, 
it is necessary to carry out a strategy to prevent, control, reduce, and eliminate occupational 
risks due to occupational hazards on an ongoing basis. It is done considering the costs 
incurred due to health problems and work accidents caused by the work environment 
are significant with the harm it causes (ILO, 2008). The exposure can also develop into 
autoimmune disorders, chronic kidney disease, and others (Baron et al., 2002; De Maria et 
al., 2020). Studies in China showed that 10 million workers contracted silicosis, with 5000 
reported deaths (Natural Stone Institute, 2018). Widajati’s research (Armaeni & Widajati, 
2017) revealed that ceramic makers in East Java, from 30 respondents studied, found a 
measurement of the level of health risk of 13.3% RQ > 1 (risk quotient), which means 
workers have an unsafe risk of exposure to dust in a safe work environment causing risk 
for health problems. Exposure to silica dust causes occupational disease silicosis.

In Indonesia, similar research on the impact of silica dust levels on marble artisans 
has not been widely carried out; therefore, it is necessary to investigate the presence of 
respiratory disorders through lung function tests and biomarkers of inflammatory and 
fibrogenic responses in the body, such as Interleukin-13. Similar researchers on exposure 
to silica dust in the workplace cause pulmonary tuberculosis. The work environment 
produces silica dust, namely construction, mining, and sand digging (Kootbodien, 2019). 

This research refers to the concept by Kootbodien et al. (2019) and Tavakol et al. 
(2017). Tuberculosis is influenced by gold dust exposure, smoking, body mass index, and 
disease history. Furthermore, Tavakol et al. (2017) explain that respiratory function status 
is influenced by silica exposure, measured by vital lung capacity (FEV1/FVC). The most 
significant exposure to construction workers. In contrast, this study assessed pulmonary 
function disorders using indicators of respiratory complaints and lung function as measured 
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using an autospirometry due to exposure to dust, interleukin-13, and worker characteristics. 
The characteristics of the nutritional status of workers are assumed to have an effect on 
lung function and have not been carried out by previous researchers.

Therefore, it is essential to conduct this study to assess and analyze the effect of dust 
exposure and worker characteristics on the lung function of marble home industry workers 
in the Tulungagung Regency. The research hypotheses were determined as follows: (1) 
characteristics affect lung function, (2) dust exposure affects IL-13, (3) dust exposure affects 
lung function, and (4) Il-13 affects lung function. Proving the research hypothesis helps 
prevent the prevalence of respiratory disorders in-home industry workers and recommends 
improving the work environment.

MATERIALS AND METHODS

Research Design

This type of observational research used a cross-sectional design. The study was conducted 
on three marble home industry workers in Tulungagung Regency. Data collection was 
carried out at 3 locations/work units: (1) packing and finishing, (2) lathe and scrub polishing, 
and (3) cutting and craft operators. The population is 20 workers. The total population 
technique determined the sample. 

Measurement 

Characteristics data were collected using a questionnaire: age, years of work, duration of 
exposure to dust, and nutritional status measured by anthropometry (height and weight). 
Serum interleukin-13 data was measured using a sample of the respondent’s blood serum, as 
much as 1 ml of blood serum. The level of IL-13 was measured using the ELISA (Enzyme-
Linked Immunosorbent Assay) test technique. Measurements were taken using the personal 
dust sampler installed near the worker’s breathing and during the worker’s activities during 
working hours. The lung function test was measured using autospirometry. Furthermore, the 
condition of lung ventilation was assessed using FVC (Forced Vital Capacity) and FEV1 
(forced expiratory volume in one second) parameters. Normal if FVC > 80%; FEV1 > 
70%, restriction if FVC < 80%; FEV1 > 70%, Obstruction if FVC > 80%, FEV1 < 70%. 
Respiratory complaints data was measured using a questionnaire containing respiratory 
complaints felt by workers. 

Data Analysis

Analysis of the data used is path analysis. The advantage of this analysis is that the 
relationship patterns of 4 variables (characteristics of marble craftsmen, levels of respirable 
dust, IL (interleukin) 13, and lung function were studied directly or indirectly. The 
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hypothesis was tested based on the significance level of 0.05 and t-statistics of >1.96; the 
hypothesis was accepted.

RESULTS

The results of the data analysis on the characteristics of research respondents, including 
age, nutritional status, and length of employment, are shown in the frequency distribution 
in Table 1.

Table 1 
Characteristics of research respondents

Characteristics Total Percentage (%)
Age 
< 35 4 20
≥ 35 16 80

Length of Employment 
< 5 years 6 30
≥ 5 years 14 70

Nutritional Status (BMI)
Normal 12 60

Excess weight 4 20
Obesity 4 20

Source. primary data, 2019

Table 1 shows that most research respondents aged > 35 years were 16 people (80%), 
based on most working years five years as many as 14 people (70%). The term of service 
category was more than five years. Nutritional Status (BMI) was dominated by normal in 
12 (60%) respondents, based on Body Mass Index in the overweight category in 4 (20%) 
respondents, and obesity in 4 (20%) workers.

Table 2
IL-13 levels in the workers

IL-13 Levels Frequency Percentage (%)
Normal (≤ 3 pg/mL) 17 85

Not normal (> 3 pg/mL) 3 15
Total 20 100

Source. primary data, 2019
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Table 2 shows that as many as 17 workers (85%) had IL-13 levels within normal 
limits, and three (15%) had abnormal IL-13 levels. IL levels in 13 abnormal categories 
were found in workers over 35 years. Table 3 describes the distribution of respirable dust 
measurements during work.

Table 3
Frequency distribution of respiratory dust exposure by work unit

Measurement Results of Respiratory 
Dust Exposure Frequency Percentage (%)

Location 1: Packing and Finishing
1.683 mg/m3 4 30

Location 2: Lathe and Polish scrub
1.101 mg/m3 3 15

Location 3: Cutting and crafting 
operators 5.160 mg/m3 13 65

Total 20 100

The highest exposure to respirable dust is in the cutting work unit and craft operators, 
which is 5.160 mg/m3, and there are 13 workers at that location (Table 3). The work unit 
with the lowest exposure to dust was the lathe and polishing location, which was 1.101 mg/
m3, and there were three workers in the work unit. On the other hand, workers at packing 
and finishing locations were exposed to the dust of 1.683 mg/m3; there were four workers. 
Based on the results of measurements of respiratory dust exposure that had been carried 
out on marble home industry workers, there were 13 workers (65%) exposed to dust above 
the Threshold Value (TV) and seven workers (35%) exposed to dust below the TV level, 
the TV standard is determined in a Ministerial Regulation Manpower and Transmigration 
Number 5 of 2018.

Table 4
Frequency distribution of lung function based on autospirometry test and marble workers

Lung Function Frequency Percentage (%)
Lung function

Not normal 5 25
Normal 15 75

Respiratory complaints
Yes 10 50

None 10 50

Source. primary data, 2019

Source. primary data, 2019
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Table 4 shows the results of the pulmonary function test using autospirometry. There 
were five categories of abnormal lung function (25%), and it was found that ten people 
had respiratory complaints (50%). 

Figure 1 describes the pulmonary function analysis model for marble workers in 
Tulungagung using pathway analysis.

Figure 1. Lung function pathway analysis marble workers in Tulungagung

Pathway analysis model on the outer model variable characteristics, exposure to dust, 
interleukins, and lung function showed a loading factor greater than 0.50. Therefore, it was 
concluded that all research variables indicators were suitable for use as research instruments. 
The subsequent analysis is the inner model, as shown in Table 5.

Table 5 
Hypothesis test

Variables Original 
sample

Sample 
mean

Standard 
deviation

t-statistic p-value

Characteristics  Lung function 0.494 0.445 0.190 2.604 0.009*

IL-13  Pulmonary function 0.057 0.130 0.244 0.232 0.817

Dust exposure  IL-13 0.359 0.469 0.255 1.412 0.158

Exposure to dust Lung function 0.517 0.448 0.205 2.522 0.012*
Source. Primary data, 2019. (*sig, p-value < 0.05)
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Table 5 shows two variables that affect lung function: the worker’s characteristic 
variable significantly affects lung function of the t-statistic value (2.604) and the p-value 
(0.009). Dust exposure significantly affected lung function t-statistical values (2.522) 
and p-value (0.012). Two variables had no effect: the IL-13 and the p-value (0.817) did 
not affect lung function. In addition, the dust exposure variable did not affect the IL-13 
p-value (0.157). 

DISCUSSION

Most of the characteristics of marble artisans are more than 35 years old. Most have more 
than five years of service and primarily normal nutritional status. The working period 
significantly contributes to lung function (p = 0.000), and 15.749% of lung function 
disorders are influenced by years of service, and other factors influence the rest. The longer 
the working period of marble artisans, the greater the risk for pulmonary function disorders. 
Workers with a working period of >5 years will be more likely to experience impaired lung 
function because dust particles are inhaled and have settled in the alveoli (Jonsson et al., 
2019). Hochgatterer (Graff et al., 2020) explained that the duration of exposure to quartz 
dust had a significant effect (p=0.000) on the decline in workers’ lung function. The risk 
of sarcoidosis increases in workers aged 20–65 due to dust exposure. 

Characteristics of age, nutritional status, and years of service based on the external 
model show loading factors that meet the feasibility value of the characteristic variable 
indicator. The novelty of this study is that previous researchers did not use nutritional status 
as an indicator. Nutritional status affects a person’s resistance to disease, so workers need to 
maintain nutritional status in normal conditions. Nutritional status based on anthropometry 
is directly related to disease (Thamaria, 2017). It was contrary to previous researchers 
who stated that nutritional status did not affect the lung function of wood industry workers 
(Rismandha et al., 2017).      

Exposure to silica dust in the work environment, especially workers in the mineral 
mining industry, glassmakers, stone cutting, ceramics, and sand, must be aware of the 
risk of lung cancer. Silica dust is a carcinogenic and hazardous material that can cause 
lung cancer. Observations on 22 ceramic and glass-making industries in Egypt found that 
thousands of workers were exposed to silica dust exceeding the threshold value (Mohamed 
et al., 2018). The prevalence of silicosis is high in industrial mining countries. Respiratory 
damage, especially lung tissue for stone and sand mining workers due to the deposition 
of silica particles, reduces the quality of life and threatens death (Konečný et al., 2019).

Kozlowska et al. (2008) research results regarding age and lung function showed a 
significant relationship, maximum muscle strength at 20–40 years. They will decrease by 
20% after 40 years, and the need for energy substances increases until it finally decreases 
after 40 years. The reduced need for energy is due to decreased physical strength. According 
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to Setiana et al. (2014), as a person’s age increases, the ability of the body’s organs will 
naturally decrease, which is no exception for impaired lung function. The condition of 
workers’ lung function will worsen with dusty environmental conditions and other factors 
such as smoking habits, unavailability of masks, length of exposure, and history of the 
disease. 

Based on the autospirometry test of Tulungagung marble home industry workers, of the 
20 respondents, 25% of workers experienced pulmonary function disorders in the form of 
mild restrictions in 2 people and moderate restrictions in 3 people. Pulmonary restriction 
disorders are usually characterized by reduced lung volume caused by allergenic substances 
such as fungi, spores, and dust. In addition, the restriction is associated with limited 
lung expansion. It can occur due to changes in the chest wall, pleura, and neuromuscular 
apparatus (Kalamillah, 2018). Silica dust is the most common cause of lung disease in 
modern industrial countries such as Australia, Israel, and Turkey (Barnes et al., 2019).

In general, humans aged 30–40 years will experience a decrease in lung function, 
whereas, with increasing age, the disorders that occur are also increasing. Suyono (2001) 
also stated that the older a person ages, the greater the possibility of decreased lung function. 
In the elderly, several structural and functional changes occur in the thorax and lungs. At that 
age, it was found that the alveoli became less elastic and more fibrous and contained minor 
functioning capillaries; so, the utilization capacity decreased because the diffusion capacity 
of the lungs for oxygen could not meet the body’s demands (Maryam, 2008). According to 
Fathmaulida (2013), a person’s energy needs are related to the development and physiology 
of the body, especially the respiratory system so that it affects the work of the respiratory 
muscle strength in pumping O2 throughout the body, controlling the respiratory rate and 
the formation of the body’s immunological mechanism for the prevention of lung disease.

The results showed that the nutritional status of the respondents was primarily normal. 
Nutritional status is related to disease susceptibility in workers. IL-13 levels from the ELISA 
test showed that only three respondents (15%) had abnormal IL-13 above 3 pg/mL. It is 
supported by the statistical analysis results where IL-13 does not affect the lung function 
of Tulungagung marble artisans. Good nutritional status affects food intake in the body, 
which will be used as an energy source, where the primary energy source in the body is 
energy intake and carbohydrates, protein, and fat. If food intake is good, the digestive system 
will be good and affect the circulatory system throughout the body (Agustina et al., 2018). 
Exposure to silica dust can cause pulmonary fibrosis takes 5 to 30 years. It is also strongly 
influenced by the health status of the artisans, lifestyle, diet, PPE (masks) following the 
exposure used by artisans, and many factors that influence it (10). IL-13 is a pleiotropic 
cytokine produced by the chromosome 5 gene at q 31, produced significantly by Th2. 
Various evidence indicates that IL-13 is a mediator in the pathogenesis of asthma, airway 
hyperresponsiveness, mucus production, and airway subepithelial fibrosis. Fibrosis of the 
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lungs, liver, and kidneys is associated with the synthesis of IL-13 by T lymphocyte cells. 
IL-13 can trigger collagen synthesis independently of TGFβ and cause the proliferation 
and contraction of smooth muscle cells, leading to fibrosis formation. Overexpression of 
IL-13 in the lung triggers subepithelial airway fibrosis in mice without other inflammatory 
stimuli. IL-13 levels increase in pulmonary fibrosis (Jasminarti & Winaniarni, 2019; 
Kalahasthi et al., 2010).

This study showed that the dominance of workers exposed to dust produced by marble 
stone processing was seen in the >7 hours/day category, which was as much as 90%. The 
Tulungagung marble home industry had working hours from 08.00 to 16.00 with six 
working days in one week, so the total working hours at the Tulungagung marble home 
industry was 48 hours in one week. Working hours that exceed 7 hours/day or 40 hours/
week as applied by the Tulungagung marble home industry were not following the Law 
of the Republic of Indonesia Number 13 of 2003 concerning Manpower Article 77, which 
states that the working time for six working days is 7 hours/day or 40 hours/week.

According to Suma’mur (2009) and Wulandari et al. (2015), a person can usually 
work well for 40–50 hours a week. If it is more than that, the possibility of various health 
problems for workers will be even greater. Many home industries have closed, and only a 
few are still running with a small number of workers, on average, under 20 workers. The 
duration of exposure and the intensity of dust exposure also determines dust exposure in 
the workplace. In this research, the measured dust is respirable dust with a TV (threshold 
value) of less than 3 mg/m3 according to the Regulation of the Minister of Manpower of 
the Republic of Indonesia No. 5 of 2018. The results of the measurement of respirable dust 
showed that as many as 13 people from 20 craftsmen (65%) had a respiratory dust value 
exceeding 3 mg/m3, and only seven people (35%) were still below 3 mg/m3. The highest 
respiratory dust exposure measured in Tulungagung marble home industry workers was 
found in the cutting section and craft operators at 5,160 mg/m3. The packing section’s 
lowest respiratory dust exposure value was 1,101 mg/m3. The statistical analysis showed 
that dust exposure to lung function was very significant (p=0.012). 

The pulmonary function test results showed that five workers (25%) experienced mild 
and moderate restrictions. It is also supported by a relatively long employment length of 
more than five years, the age of the workers was more than 35 years, the working time 
mainly was more than 7 hours of work outside of resting hours (1 hour), special PPE (masks) 
according to the type of exposure does not provide, artisans only used a used cloth that 
was rarely washed. In addition, there had never been an HRA (health risk assessment) by 
the local Health Center Occupational Health Effort staff because the officers could not yet 
assess the hazards of the work environment and their impact on workers’ health. It is also 
closely related to the lung function test of marble artisans who had never been carried out 
periodically at least once a year to protect workers’ health and increase work productivity 
(BPK RI, 2003). 
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CONCLUSION

Sociodemographics of marble artisans, including age, nutritional status, and years of 
service, have a significant effect on lung function disorders. In addition, nutritional status 
is related to disease susceptibility in workers. Dust levels, including respirable dust levels 
and duration of exposure in the workplace, also significantly affect lung function disorders 
of marble artisans. However, IL-13 did not affect lung function, and dust exposure did not 
affect IL (interleukin)-13. It is hoped that the Health Center will establish an occupational 
health post in its working area to monitor the health of home industry workers in the 
informal work sector and support the country’s foreign exchange.
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ABSTRACT

This paper analyses skilled workers’ heat stress and noise exposure levels at a pressure vessel 
manufacturing plant. Measurements were conducted at three partially enclosed workspaces 
of the plant where hot work and metal fabrications were conducted using a multi-function 
thermal environment data logger and a sound level recorder. A survey was developed to 
obtain the field workers’ perceptions of their immediate heat and noise environments. 
The findings suggested that the heat and noise conditions were generally acceptable. The 
calculated mean Wet-bulb Globe Temperature (WBGT) indicated that there was only 
minimal risk of heat stress for the workers. It was also identified that the noise intensities 
in the sections studied were within the permissible exposure limit for an 8-hour duration 
specified in the Department of Occupational Safety and Health (DOSH) guideline. Besides, 

questionnaire survey results showed that 
the thermal and noise conditions at the 
workplace were acceptable. The workers 
perceived their work environment as warm 
with sensible air movement, moderately 
humid, free from heat and noise-related 
injuries, and able to have clear conversations 
with their co-workers while working.  

Keywords: Heat stress, manufacturing plant, noise 

exposure, Wet-bulb Globe Temperature (WBGT), 

workplace
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INTRODUCTION

A safe, comfortable, and healthy workplace environment plays an important role in ensuring 
the good productivity of the employees. The impacts of undesirable workplace conditions, 
which led to poor work performance, have been documented (Srinivasan et al., 2016; Edem 
et al., 2017). Since workers are the most valuable assets of an organisation, improving 
their workplace’s physical comfort is essential to ensure a satisfactory productivity level 
(Andrew, 2011). Besides, the need for the workers to understand the occupational safety and 
health (OSH) requirements and their participation in formulating preventive measures to 
create a safer working environment have been highlighted (Gravel et al., 2011). Heat stress 
is defined in the guideline as the overall heat exposed to a worker from the combination 
of metabolic heat and thermal parameters - air temperature, air velocity, humidity, radiant 
heat from machinery or building materials, and clothes worn by the workers. Therefore, 
these factors are considered in heat stress evaluations at workplaces. The Wet Bulb Globe 
Temperature (WBGT) index is widely used in heat stress analysis. This index considers 
the main thermal parameters such as dry bulb, natural wet bulb, and globe temperature. 
In Malaysia, a workplace heat stress management guideline was introduced in 2016, 
and important information such as environmental factors, assessment requirements, and 
preventive measures for heat stress are presented (DOSH, 2016). Heat stress is assessed 
using the WBGT index, and the values obtained are compared with the action limit, and 
threshold value limit reference values stated in the American Conference of Governmental 
Industrial Hygienists guideline (ACGIH, 2015 as cited in DOSH 2016). The international 
standard ISO 7243 prescribes a specific duration of rest time for employees, depending 
on the work intensity and the WBGT level, to prevent the core body temperature from 
exceeding 38⁰C (Parsons, 2006).

Heat-related illnesses could happen if the human body fails to control its temperature, 
and the symptoms include heat cramps, heat exhaustion, heat syncope, and a more life-
threatening heatstroke (Parsons, 2014). It was evident that workers exposed to excessive 
heat and conducting manual labour in extremely hot environments may be at risk of heat 
stress and other occupational injuries (Xiang et al., 2014; Yang et al., 2017). It usually 
happens in industries with high-temperature equipment use and the associated processes, 
such as manufacturing, construction, mining, utility, agriculture, and others (Andrew, 2011). 
According to Rabeiy (2019), heat disorders were experienced by several bakery workers, 
and appropriate control measures were suggested. It was reported by the Bureau of Labour 
(2017) that exposure to environmental heat had resulted in 37 work-related mortalities 
and 2830 cases of non-life-threatening heat-related injuries and diseases in 2015 alone. 
A study of occupational heat stress in workplaces found that 60% of the workforce had 
experienced a loss in work productivity due to the air temperature level. Approximately 
20% were also more vulnerable to heat illness during the hotter month (Venugopal et al., 
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2015). Climate change was found as a factor that intensified heat stress, where a study 
conducted in an automotive parts manufacturing plant revealed that a high percentage of 
the workers were not satisfied with the temperature of the workplace where headache and 
exhaustion were among the occupational illnesses reported (Pogačar et al., 2018). Berry 
et al. (2010) summarised the effects of climate change on mental health. They concluded 
that heat exposure at work might cause psychological distress among workers due to the 
loss of work capacity, income and disruption in social activity. 

A heat stress assessment of a metal workshop found that the heat stress condition 
was aggravated by the protective clothing worn during work (Bernard, 1999). Therefore, 
personalised monitoring using sensor technology was proposed to evaluate heat stress as 
this method was less invasive and could record workers’ effort intensity (Pancardo et al., 
2015). Furthermore, to reduce such thermal stress, introducing a liquid cooling garment 
was useful in lowering the temperature and relative humidity under the workers’ clothing 
(Bartkowiak et al., 2014). In the tropics, Tawatsupa et al. (2013) analysed the environmental 
heat exposure of Thai workers. The findings showed that 18% of the survey respondents 
were exposed to uncomfortable high temperatures while working, and men were more 
likely to experience heat stress than women. Besides, some workers in the hot-humid region 
expressed dissatisfaction with the workplace thermal environment, drinking water and 
sanitation facilities provided but were compelled to tolerate such harsh working conditions 
because of economic vulnerability (Dutta et al., 2015). 

Besides the thermal conditions, undesirable noise level (NL) has been recognised as an 
occupational hazard for various industries in developing and modern countries (Edelson et 
al., 2009; Mohammed & Rabeea, 2021). Noise annoyance and related issues in buildings 
were found to affect the emotions and productivity of the occupants (Lusk et al., 2009; Aalto 
et al., 2017). According to Manivasagam (2019), Malaysia’s occupational noise-related 
hearing disorders cases have increased significantly in the past decades and contributed to 
more than 60% of the total occupational diseases recorded. More than 80% of the incidents 
were reported from the manufacturing sector. To assist businesses in Malaysia in complying 
with the Occupational Safety and Health (Noise Exposure) Regulations 2019 (DOSH, 
2019b), the industry code of practice to manage occupational noise exposure and hearing 
conservation has been introduced by DOSH (2019a). This code of practice specifies the 
practical procedures to analyse and control the noise level in workplaces. For instance, 
noise dose (ND) and noise exposure level (NEL) is required for noise risk assessment in 
all workplaces, and research should be conducted to reduce emission whenever necessary.   

Building acoustic studies have been conducted worldwide. The outcome of an online 
survey showed that a large proportion of the respondents stated that their workplaces’ noise 
level had negatively affected their workability (Oseland & Hodsman, 2018). Nelson et al. 
(2005) concluded that workplace noise is responsible for 16% of adults’ disabling hearing 
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loss, which is more apparent in developing nations. The noise level of two commonly used 
machines in a factory was studied by Tomozei et al. (2012), and the noise transmission 
reduction trend from the noise sources to the outdoors was documented. A noise exposure 
study in a Danish factory found that the sound level was higher than the permissible level, 
and negative perceptions were recorded due to machinery use (Berry et al., 2010). This 
finding echoed Sriopas et al. (2017), where the NEL in a tropical factory exceeded 86 
dBA, contributing to the high prevalence of auditory problems. Similarly, the noise level 
in an Indian manufactory was higher than the permitted noise limits, mainly because of 
the machines’ sound (Krishnamurthy et al., 2017).  The importance of the management’s 
role in creating a healthy occupational surrounding was highlighted by Bockstael et al. 
(2013). Bell et al. (2015) compared the noise control performance in different manufacturing 
companies. They highlighted that corporations categorised as “high performers” had 
better knowledge of noise-related issues, were more aware of the newest engineering or 
administrative methods in noise reduction, and the management was more supportive of 
noise control initiatives. 

Some studies analysed both heat stress and noise exposure simultaneously. For example, 
Meegahapola and Prabodanie (2018) studied a rubber compound factory’s temperature, 
noise, and lighting conditions. The findings demonstrated that the two former parameters 
significantly influenced workers’ productivity. This study has also recommended using 
the WBGT index to predict the heat stress condition instead of merely considering the air 
temperature. The noise level, thermal exposure and workplace safety practices of casting 
and forging units were assessed using calibrated meters by Singh et al. (2010). The study 
outcomes showed that WBGT and NL were high compared to the limits specified in the 
guidelines. In another study, ND was the main factor in causing noise-induced temporary 
threshold shift (TTS), and such hearing fatigue was enhanced with the heavy workload 
and heat stress (Chen et al., 2007). 

Since the concurrent studies of heat and noise conditions in factories in hot and humid 
climates have yet to be extensively conducted, more work is needed. Hence, this case study 
aims to analyse a manufacturing plant’s heat stress and noise conditions in an equatorial 
country. The main objectives are to measure the air temperature, relative humidity, air 
velocity and globe temperature to calculate WBGT and the noise level for ND and NEL 
analysis. First, a field survey consisting of physical measurements and questionnaire surveys 
was conducted at the plant’s fan-assisted and naturally aired working areas. The results 
were then compared to the previous studies and the acceptable ranges recommended in 
relevant standards and guidelines. 
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Case Study Location

The research team selected a plant that manufactures pressure vessels for heat stress and 
noise exposure analysis because hot works like welding, brazing, grinding and fabrication 
of steel materials were conducted within the premises. The production area was estimated 
to house around 30 field staff. This particular workspace was divided into three main 
sections - Section A was assigned as the mechanical fitting place where different pressure 
vessel parts were assembled, and Section B was allocated for cutting and welding jobs. 
At the same time, the drilling, grinding and fabrication works were mostly carried out in 
Section C. As this area was partially enclosed where outdoor air was used as the means 
for ventilation, portable industrial fans were used to enhance air movement within the 
work sections. 

METHODS

A pilot walkthrough survey was conducted about a month before the actual assessment 
to identify the locations where data collection was to be held. Upon obtaining the factory 
management’s consent, a field study covering physical condition measurement and 
subjective evaluation was conducted from 0900 to 1700 h at the plant’s three work sections. 
The research team measured heat and noise parameters concurrently, and care was taken 
not to interrupt the employees’ work.

  

Heat Stress and Noise Level Measurements

A digital climate measuring instrument was used to measure the heat stress parameters. The 
device is connected with three sensor probes, measuring air temperature, relative humidity, 
and air velocity levels. These thermal parameter readings were then used to calculate the 
WBGT index. Following the DOSH guideline (2016), the instrument was positioned at 
about 1.1m above floor level, as the workers mostly stood while performing their duties. 
The noise level inside the factory was recorded using a sound level meter, which complied 
with the IEC61672-1 Class 2 standard and met the noise measuring equipment requirement 
of DOSH (2019a) for the sound level meter. The meter was placed near the locations where 
mechanical work was conducted to ensure accuracy. Both meters provide real-time data 
for the ease of environmental monitoring and come with data logging functions that allow 
continuous measurements. The heat and noise data were collected at 1-minute intervals 
throughout the survey. 
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Calculation of WBGT, ND and NEL

This work calculated the WBGT values of all three locations studied using the measured 
heat stress data. As the workplace was only partially enclosed and the influence of solar 
radiation was considered, Equation 1 was used for the calculation of WBGT:

WBGT = 0.7 Twb + 0.2 Tg + 0.1 Tdb ⁰C     (1)

where Twb = wet-bulb temperature, Tg = globe temperature and Tdb = dry-bulb temperature

The workers’ exposure to work-related noise was analysed using the daily noise 
exposure level (NEL) method (DOSH, 2019a). The ND of the workers was calculated 
using Equation 2:

ND = 100 x (Te/8) x 10 (L-85) / 10 %      (2)

where Te = effective duration of work and L = measured noise level.

The NEL of the workers was estimated using Equation 3:

NEL = NLeq + 10 Log10 (Te/ To) dBA      (3)

where NLeq = 8-hour A-weighted equivalent continuous noise level, Te = effective duration 
of work and To = 8 hour. 

Workers’ Perception Survey

The questionnaire survey aimed to identify the workers’ perceptions of their thermal and 
noise environments. The questionnaire covered perceptions on heat and noise exposures, 
clothing acclimatisation, symptoms of potential health impacts, possible productivity losses 
due to extreme conditions and employee acceptance. The survey form has four sections, as 
shown in Table 1. All the questions posed in the survey form were developed by referring 
to the sample checklists and questionnaires published in the Heat Stress Management 
at Workplace (DOSH, 2016) and the Industry Code of Practice for Management of 
Occupational Noise Exposure and Hearing Conservation 2019 (DOSH, 2019a). Some 
questions were modified to suit the factory environment. Part C of the survey form used 
the DOSH subjective scores to acquire the descriptions of the workers’ immediate thermal 
and noise environments. 
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Table 1
Contents of the questionnaire

Questionnaire Part Content Question type
Part A Employee personal details Multiple choice 
Part B Identification of potential 

hazards in the workplace
Dichotomous and multiple choice

Part C Heat stress and noise level 
perceptions of the staff using 
DOSH subjective scores and 

checklists

Likert scale and Dichotomous

Part D Employee’s acceptability of the 
current workplace environment

Dichotomous and open-ended

RESULTS

Heat Stress and Thermal-Related Parameters

Fan-assisted natural ventilation was the main mode for thermal comfort and fresh air 
provisions in the manufacturing sections. As presented in Table 2, the air temperature 
measured at all three workplaces ranged from 26.9 to 35.7⁰C. The relative humidity (RH) 
levels ranged from 44.3–83.6%, while the air velocity was recorded from 0.01–2.45 m/s. 
The global temperature influenced by solar radiation was measured to be within the range 
of 27.4–36.9⁰C. Therefore, the WBGT index was calculated using the measured heat stress 
parameters to be within 25.2 to 29.8⁰C with a total mean value of 27.7⁰C, and the highest 
mean WBGT value was obtained in Section A. Since the clothing types were standard work 
clothes, no clothing-adjustment factor was added to the WBGT index (DOSH, 2016).     

Table 2
Locations under study and heat stress parameters

Heat stress parameters/location Section A Section B Section C
Air temperature (⁰C) Range 26.9–35.7 28.6–33.9 31.7–33.8

Mean 32.1 31.7 32.6
Air velocity (m/s) Range 0.02–1.40 0.01–2.45 0.03–1.44

Mean 0.24 0.27 0.37
Relative humidity (%) Range 44.3–83.6 52.9–71.0 49.5–57.2

Mean 60.3 62.1 53.5
Globe temperature (⁰C) Range 27.4–36.9 29.3–34.3 32.6–34.5

Mean 33.1 32.3 33.3
WBGT(⁰C) Range 25.2–29.8 26.2–28.3 27.1–28.5

Mean 27.8 27.3 27.7
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Noise Level

The plant’s noise level ranged from 40.4 to 111.4 dBA during working hours (Table 3). The 
background noise was below 45 dBA. As mechanical fitting works requiring hammering 
and joining heavy materials were conducted in Section A, the average noise level in this 
area was the highest among all work sections. Unlike the thermal environment, the noise 
level in such workplaces was more challenging to predict as it depended mainly on the 
duration and intensity of work. From the results obtained, the NL was below the 85 dBA 
threshold limit specified by DOSH (2019a) for more than 80% of the work time and the 
maximum dBA was only recorded for a brief period. This finding shows that the workplace 
was acoustically safe for the workers. Based on an 8-hour exposure period to the mean 
noise level, the mean NEL was calculated as 74.1 dBA, while the ND of the workers was 
within 6.3 to 9.3%. 

Table 3
Noise level at different work sections

Location Minimum noise level 
(dBA) (background)

Maximum noise level 
(dBA)

ND (%) NEL

Section A 41.5 100.2 9.3 74.7
Section B 40.4 100.4 6.3 73.0
Section C 43.0 111.4 7.9 74.0

Mean 74.1

Questionnaire and Observation Findings

Twenty-five skilled workers responded to the questionnaire survey. All the survey 
participants were male and were full-time employees of the company. The participants were 
mostly physically fit and free from acute diseases during the survey, and their metabolic 
rate was estimated at 180 W because the work intensity was light. For safety and practical 
reasons, 16 employees (64%) engaged in hot work, such as welders and steel cutters, were 
seen wearing a cotton coverall with a safety jacket and other personal protective equipment 
(PPE). The rest of the field staff wore lighter clothes and company uniforms to safely and 
comfortably perform their tasks. More than 65% of the survey respondents found the 
workplace air temperature acceptable during working hours. Besides, 80% of them opined 
that the plant area’s humidity level was comfortable. Although most were satisfied with 
the thermal environment, the workers’ perception skewed towards the warmer side of the 
scale as 76% and 24% of the welders termed their working environment “warm” and “hot,” 
respectively. No vote was placed on the cooler side (-1 to 1) and the extreme “very hot” 
categories of the heat sensation scale. The same goes for the staff with lighter clothing 
levels, of which 34% felt “hot” while working. However, the perception of radiant heat 
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was mostly placed on the central categories (1 to 3), where 84% of the workers felt a heat 
source, but there was no risk of contact burns.  

Higher airflow rates are recommended for non-air-conditioned spaces in hot and humid 
regions to increase the neutral temperature (Toe & Kubota, 2013). Ventilation fans can 
increase airflow rates to maintain the core body temperature (Ravanelli et al., 2015). 56% 
of workers with cotton coveralls and jackets rated the air velocity as “still air at the warm 
environment,” while the rest of them voted for “warm air at low speed” (19%) and “still air 
in a hot environment” (25%). Similar outcomes were obtained from their lighter-clothed co-
workers, where 75% of them found low air movement in their workplace. The air humidity 
condition was identified to be “very humid and very dry” by 92% of the test subjects. This 
result agreed well with the physical measurement outcomes, where the relative humidity 
was between 44.3 and 88.3%. It should be noted that the time and locations where the 
plant’s staff were invited to participate could have influenced their perceptions. The mean 
scores for each heat stress question using scale points are presented in Table 4. It can be 
observed that the workers generally considered their workspace as warm with sensible air 
movement, moderately humid and safe from contracting heat-related injuries. 

The noise level perceptions among the staff were acquired during the field survey. For 
brevity, only the important data are presented in this paper. About 70% of the workers voted 
that their hearing ability was not affected by the noise level in their workplace, and they did 
not experience any dizziness due to noise. Furthermore, most of them had not experienced 
loud enough noise to make their hearing “muffled” for a moment. As for the question about 
using industrial equipment for work, less than 30% of the respondents stated that they 
used powered tools or machinery for more than half an hour each day. The survey results 
also demonstrated that more than 80% of the workers wore hearing protective equipment, 
such as earplugs and earmuffs provided by the company when using these tools. Besides, 
75% opined that there was no need to raise their voice while communicating with their 
work colleagues. 

 
Table 4
Mean scores for heat stress survey questions

Questions Scale points/ Option Mean Score/ 
Percentage

How do you feel about your 
workplace’s air temperature?

-1 (cool) to 4 (very hot) 2.24

How is the air movement
at your workplace?

-3 (cool air at high speed) to 5 
(very hot air at high speed)

1.76
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DISCUSSION

Heat stress and elevated noise exposure at workplaces pose a significant challenge to 
occupational safety and health, impair the workers’ general comfort, and lower their 
productivity (Meegahapola & Prabodanie, 2018). The heat stress measurements showed 
that the mean air velocity and relative humidity levels were within the acceptable ranges 
recommended in DOSH (2016). The plant’s owner implemented a good workplace 
management system where all workers had periodic rest breaks besides mealtime to ensure 
they got enough rest during work. Referring to the DOSH’s screening action limit (AL) 
and threshold limit value (TLV), the workers’ risk of excessive exposure to heat stress 
was minimal. These findings contradicted the work of Singh et al. (2010), where high heat 
stress and noise levels in casting and forging units were found. It has indirectly suggested 
that the work sections in the plant were well-planned and organised. 

The survey results showed that most employees found their thermal environment 
acceptable. As for air movement perception, one of the possible factors that made the 
respondents felt low air movement in the factory was their clothing type. The working 
locations that were equipment and material intensive may have contributed to this 
perception. As stationary pedestal fans were used to induce airflow, the workers’ sensation 
of air movement would be affected if they moved around their work area without first 
adjusting the pedestal fans’ blow direction. There were instances where the welders had 
to move to the other end of the work section, where airflow was slightly restricted to 
complete their welding task. 

Since the studied workplace was partially enclosed and naturally ventilated, the 
Threshold Limit Value (TLV) for WBGT set by ISO 7243 is 28⁰C. Based on the results 
obtained from field measurement, the highest WBGT readings (29.8⁰C, 28.3⁰C and 28.5⁰C) 
at the work sections were mostly calculated during lunch break (1300 to 1400 h) when 
the ambient air temperature was high. The mean WBGTs were lower than the stipulated 
TLV value. Therefore, it has been suggested that the workforce was not exposed to high 
temperatures that may lead to heat stress while performing their tasks. In comparison, the 
WBGT values for this work were much lower than that of the earlier studies, where a heat 

Table 4 (Continue)

Questions Scale points/ Option Mean Score/ 
Percentage

How do you perceive the
radiant heat condition?

-1 (cold object) to 6 
(workers are not permitted to 

work without PPE)

1.60

How would you describe
the humidity level?

0 (Air is dry) to 6
(Air is too humid)

2.04
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stress analysis in a steel factory found that the WBGT was more than 35⁰C owing to the 
influence of radiation heat (Krishnamurthy et al., 2017). It was evident in Section B where 
most questionnaire participants claimed that the surrounding temperature was warm but 
found their surrounding temperature level acceptable. Among the reasons for this was that 
workers working for an extended period in a warm environment are usually acclimatised 
to the thermal environment and may tolerate the workplace temperature (Joubert & Bates, 
2008). Considering this, it can be assumed that the respondents of this study were already 
fully acclimatised to the workplace environment as they had been long-term employees of 
the company. It should be noted that this study did not consider personalised evaluations 
of heat stress levels, and the field data were analysed based on each selected location and 
the calculated mean scores for heat stress survey questions. 

The measured sound intensities showed that the NEL did not exceed the permissible 
level of 85 dBA for an 8-hour exposure period stipulated in the Noise Exposure Regulation 
2019. The daily ND was also far below the prescribed limit of 100%. The main reason for 
this was that the activities which generated high noise levels were only carried out for a 
brief moment during the time when this study was conducted. The highest NL was recorded 
when hammering work and the use of heavy machinery were carried out simultaneously, 
and this only occurred for a very short period of time. It was further identified that 
although machines and tools were used, the effect on background NL was not as high as 
expected, possibly because of the large openings at the plant’s perimeter that dissipated 
the noise generated from work. It is in line with the workers’ power tools and machinery 
use durations, where most did not use these industrial devices for more than half an hour 
a day. From the questionnaire survey, most respondents did not experience any noise or 
hearing impairment while working. It can be attributed to the low mean noise level in the 
plant and the use of personal auditory protectors when engaging with work that produced 
loud noise. 

CONCLUSION

This study systematically measured and analysed a manufacturing plant’s heat stress and 
noise levels. The field-measured data showed that the heat stress and noise exposure levels 
were generally below the stipulated limits of the guidelines, which suggested that the 
locations under study were safe and comfortable for the workers. It is in good agreement 
with the questionnaire survey outcomes. In future studies, other occupational safety and 
health requirements, such as light level and air quality, can be considered to make the 
research findings more comprehensive. Furthermore, since this study only focused on the 
heat and noise conditions of a hot and humid country’s manufacturing plant, the workers’ 
heat and noise exposure may differ from that of other places or industries that warrant 
further research in these areas.
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ABSTRACT

Globally, suicide is a major public health issue. Suicide is the first or second reason for 
death among college and university students. The suicide rate among university students is 
relatively high in Malaysia. Numerous risk factors exacerbate suicidal ideation. Therefore, 
it is critical to gain as much insight as possible into the risk factors for suicidal ideation 
among university students and prioritize them based on the importance level. Therefore, 
students with a high risk for suicide can be identified, and earlier precautions can be taken 
to assist the students. In this paper, 18 determinants of suicidal ideation were discovered 
through the systematic literature review, and these factors were then ranked according 
to the seriousness using the TOPSIS method. The results showed that previous suicide 
attempts, mental disorders, and negative life events were the most influential factors leading 
to suicide. In contrast, gender and the residential area had the least impact. The result 
enables the government, relevant stakeholders, and policymakers to develop comprehensive 
multisectoral strategies that can prevent suicide effectively.

Keywords: Risk factors, suicide, suicidal ideation, TOPSIS, university students 

INTRODUCTION

Suicide is a serious public health issue 
worldwide. Globally, more than 700 000 
people die owing to suicide every year 
(World Health Organization, 2021). Suicide 
has been identified as one of the critical 
mental health problems that occur among 
university students in the world (World 
Health Organization, 2019). Apart from that, 
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studies stated that suicide is categorized as the first or second key reason for death among 
college and university students (Abdu et al., 2020). 

In Malaysia, suicide rates increased steadily in recent years. Polis Diraja Malaysia 
(PDRM) (2021) reported that the number of suicide cases in Malaysia rose from 609 
cases in 2019 to 613 cases in 2020, and there were 468 cases in the first five months of 
the year 2021. Based on the statistics, females were more likely to be involved in suicide 
cases. Besides, people aged between 15 to 18 had a high possibility of committing suicide 
compared to other populations. 

In Malaysia, the suicide rate among university students is relatively high. News 
concerning university students committing suicide has been widely reported and published. 
For example, two university students from Selangor committed suicide within a week 
(NST, 2019). Besides that, a female university student from Melaka was found suicide by 
jumping from an apartment (Mamat, 2021). Apart from that, a Chinese female university 
student from Sarawak was also found suicide by hanging in her bedroom due to academic 
pressure (Chang, 2021).  

Numerous risk factors exacerbate suicide ideation. Some studies claim that suicide is 
closely related to mental disorders. Most of the people who commit suicide have suffered 
from mental disorder problems such as depression, eating disorders, and sleeping disorders, 
among others (Bilsen, 2018; Pillay, 2021; Shafiee & Mutalib, 2020). Not only that, but 
hopelessness also contributes to suicidal ideation. Losing passion for life will make a 
person tend to have suicidal thoughts (Primananda & Keliat, 2019). 

Most university students feel stress when dealing with academic pressure, relationship 
problems, financial problems, and many other things (Pillay, 2021). Undeniably, these 
stressors are the main causes of mental health problems that result in suicidal thoughts 
(Jusnani et al., 2020; Pillay, 2021). Society pressure from peers, lecturers, social media, 
family, and roommates in university is also a critical reason for students to have suicidal 
thoughts (Jusnani et al., 2020). According to Bilsen (2018), negative life events such as 
relationship problems, sexual abuse, cyberbullying, and the death of the close one bring a 
huge impact on youth, and it may derive suicidal intention.

Poor social support is also an important factor that leads to suicidal ideation. Research 
stated that people who lack social assistance are more likely to have suicidal intentions 
than others (Abdu et al., 2020). Similarly, interpersonal conflicts may also bring suicidal 
ideation because they think that they are a burden to others (Jusnani et al., 2020).  

Other than that, family factors such as child abuse, divorced parent, parents with alcohol 
and drugs addiction, and cold relationships among family members are closely linked to 
suicidal ideation (Bilsen, 2018; Costa et al., 2019; Abdu et al., 2020; Junior et al., 2020; 
Jusnani et al., 2020).
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There are 25 to 33% of suicide cases occur in individuals who had a previous history 
of self-harming (Bilsen, 2018). Hence, it can be said that people who have prior suicide 
attempts are more probably to commit suicide again in the future (Olfson, 2018). 

People with high self-esteem tend to accept themselves and always be satisfied with 
their life (Primananda & Keliat, 2019). In contrast, people with low self-esteem will always 
feel depressed and are more likely to have suicidal ideation in difficult times (Jusnani et 
al., 2020; Owusu-ansah et al., 2020).

Personality characteristic is also one of the reasons that lead to suicidal ideation. 
Personality characteristics such as a lack of ability to control emotions well and a lack 
of problem-solving skills are more likely to cause insecurity, low self-esteem, emotional 
issues, and even worse, suicide (Bilsen, 2018 & Wasserman et al., 2021). 

People tend to imitate someone who has a similar background to them. Due to this, there 
are many suicide clusters formed from the news about suicide cases published frequently 
on social media (Bilsen, 2018). Durkee et al. (2011) also agreed that the internet and social 
media are the main medium for promoting suicidal behaviors. 

Gender is one of the risk factors for suicidal ideation. Some studies stated that females 
have a higher possibility of suicidal intentions during the transition from school to university 
(Arafat et al., 2018; Shafiee & Mutalib, 2020). However, some researchers declared that 
male is more likely to have suicidal thoughts because they seldom seek help from others 
(Amini et al., 2016; Park et al., 2020; Wasserman et al., 2021; Pillay, 2021).

Another important risk factor that leads to suicidal ideation is health problems (Lyu 
& Zhang, 2019). The research claimed that people with severe disabilities and serious 
physical health problems tend to end their life (Yu et al., 2021; Pillay, 2021). Besides, 
suicidal ideation is more likely to appear in people with the financial problem (Shafiee & 
Mutalib, 2020; Berkelmans et al., 2021). Lack of money to pay university fees and living 
costs puts the student at high risk for suicide (Jusnani et al., 2020). 

Suicidal ideation is found more vulnerable to people who are involved in substance 
abuse. Smoking addiction and lifetime alcohol and drug use are the important reasons for 
suicidal thoughts (Costa et al., 2019; Abdu et al., 2020; Junior et al., 2020). 

Religion is also among the risk factors for suicidal thoughts. Participating in religious 
activities can help people get rid of stress and anxiety; the most important thing is that it 
can help reduce the tendency to have suicidal intentions (Abdu et al., 2020). It is because 
suicide is highly prohibited in almost all religions (Gearing & Alonzo, 2018; Nguyen et 
al., 2020).

Finally, the residential area is found to be related to suicidal thoughts. The research 
illustrated that suicide case in rural areas was higher than in urban areas because of the 
lower accessibility of medical help as well as the violence and substance abuse issues in 
rural areas that may result in mental health issues and suicidal crisis (Junior et al., 2020; 
Yu et al., 2021).
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LITERATURE REVIEW

Several studies have been done previously. For example, through a comprehensive literature 
review strategy, several studies discovered the risk factors for suicide in the general 
population, adolescents, higher education students, and severe suicide attempters (Bilsen, 
2018; Lyu & Zhang, 2019; Junior et al., 2020; Shafiee & Mutalib, 2020; Pillay, 2021). 
Furthermore, Jusnani et al. (2020) also discovered some factors that lead to suicide through 
semi-structured interviews. Based on the articles, mental disorders, depression, and poor 
social support were among the key leading causes of suicidal ideation. Apart from that, 
the relationship between some risk factors and suicide has been studied in previous studies 
by using data mining techniques like a decision tree and logistic regression (Amini et al., 
2016; Cho et al., 2021; Ishaq et al., 2021). 

Despite the fact that some research has been done on the issue of suicide to find the 
major factors that may lead to suicide among adolescents, studies that explicitly focus on 
university students are still rare. However, due to suicide thoughts being fairly common 
among university students, it is vital to investigate further by prioritizing risk variables 
according to their level of risk. (Prihadi et al., 2020). 

The main function of MCDM is to rank several alternatives or variables. Some MCDM 
methods have been used in the field of psychiatry. For instance, Analytic Hierarchy Process 
(AHP) method was utilized to prioritize the stress factors of police officers (Öneren et 
al., 2016). Besides, Benfares et al. (2019) used the AHP method to predict depression 
among cancer patients. In addition, the Technique for Order Preference by Similarity 
to Ideal Solution (TOPSIS) was also used previously in this related aspect. Chauhan et 
al. (2021) implemented the TOPSIS approach in prioritizing the mental stress factors of 
farmers. Besides that, Pal et al. (2019) utilized the TOPSIS method to diagnose vector-
borne diseases. The TOPSIS method was also used to assess the stress level in an urban 
area during the COVID-19 outbreak Gupta et al. (2021). Generally, both methods were 
the common methods employed in the psychiatry area. However, the TOPSIS method was 
chosen in this study due to its simplicity, ease of understanding, efficient computation, and 
the ability to measure the relative performance of each alternative (Rahim et al., 2018). 
Other than that, a pairwise comparison that is required in the AHP method is avoided in 
TOPSIS. Hence, this method is suitable for cases with numerous alternatives. Plus, TOPSIS 
can include an unlimited range of alternatives and has the fewest rank reversals compared 
with other MCDM techniques (Mukherjee, 2014). 

MATERIALS AND METHOD

The formulation of this research involved five design thinking phases (Table 1). 
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Table 1 
Design thinking process of the research

Phases Process
Empathize Discover that the suicide rate among university students in Malaysia has 

been getting higher in recent years. 
Define Determine the risk factors associated with suicide.
Ideate Critically review the literature and determine the research gaps. Several 

MCDM methods have been determined to prioritize suicidal ideation.
Prototype Select and implement the TOPSIS method to prioritize the risk factors 

for suicidal ideation.
Test Run the analysis, and the order of each factor is recorded.

Data Collection Process

In this study, primary data was collected through a questionnaire. The questionnaire 
was distributed to the respondents randomly through social media, including WhatsApp 
and Facebook, using online Google Forms. The study sample only included university 
students in public universities in Malaysia. In order to ensure that there is no bias issue, 
the respondents were selected randomly from 13 states of Malaysia. The respondents were 
required to compare the importance of the risk factor over other risk factors. 

The questionnaire consisted of 18 risk factors for suicide attempts which were 
hopelessness, mental disorder, substance abuse, stress, previous suicide attempts, family 
factor, poor social support, negative life events, personality characteristic, health problem, 
low self-esteem, residential area, gender, imitation, society pressure, financial problem, 
religion, and interpersonal conflicts that were discussed in the introduction section.

Sixty students received the questionnaire. However, 15 did not respond, while ten 
respondents were unsuitable for this study. This study only included university students 
under 26 who are experiencing pressure in life and are willing to participate in this survey. 
In order to ensure that they were suitable for the study, the respondents were required to 
answer some questions in the first section of the questionnaire, such as “Do you feel stress 
in your daily life?” “Are you facing financial pressure,” “Do you feel dissatisfied with your 
current life?” “Do you think you need to meet counselors?” and “Do you intend to suicide 
before?” Only the students who answered more than two “yes” from the five questions 
will be taken as samples. The willingness to answer the questionnaire was also asked. In 
the end, a total of 35 samples were received. According to Saaty (1980) and Kusnadi & 
Kurniawan (2017), there are no general rules for the sample size; however, it should be 
greater than five samples to run a valid analysis. Melillo and Pecchia (2016) indicated that 
at least 19 samples are considered appropriate and sufficient to run the analysis. 

Table 2 illustrates the socio-demographics of the participants.
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Table 2
Socio-demographics of the respondents

Category Frequency Percentage
Gender
Male 17 48.57%

Female 18 51.43%
State
Perlis 2 5.71%
Kedah 2 5.71%

Pulau Pinang 5 14.29%
Perak 2 5.71%

Selangor 5 14.29%
Negeri Sembilan 2 5.71%

Melaka 2 5.71%
Johor 5 14.29%

Pahang 2 5.71%
Terengganu 2 5.71%

Kelantan 2 5.71%
Sabah 2 5.71%

Sarawak 2 5.71%
Feeling stress in their life

Yes 30 85.71%
No 5 14.29%

Facing financial pressure
Yes 25 71.43%
No 10 28.57%

Dissatisfied with life
Yes 20 57.14%
No 15 42.86%

Need to meet a counselor
Yes 25 71.43%
No 10 28.57%

Intent to suicide before
Yes 19 54.29%
No 16 45.71%
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The measurement scale utilized in the questionnaire was the Likert scale, which ranges 
from 1 to 5 (Shirouyehzad & Dabestani, 2011). In order to compare the importance of the 
risk factors for suicidal ideation, respondents were asked to rate on a five-point Likert scale 
varying from “equally important” (1), “moderately important” (2), “strongly important” 
(3), “very strongly important” (4) to “extremely important” (5). Below are the samples of 
scales of the factors.

Figure 1. Sample of scale

Figure 1 illustrates that hopelessness and mental disorder are equally important. 

Figure 2. Sample of Scale

Figure 2 shows that hopelessness is strongly important compared to mental disorders. 

Process of Development of TOPSIS Method

Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) is one of the 
multiple criteria decision-making approaches introduced by Hwang and Yoon in 1981 
(Hwang & Yoon 1981). The principle of the method is to rank the alternatives by comparing 
them with the best and farthest solutions (Balioti et al., 2018). The best solution has the 
shortest distance from the positive ideal solution and the farthest from the negative ideal 
solution from the geometrical point. TOPSIS method was selected for this study because it 
is simple, easily understood, and can measure the relative performance of the alternatives. 
(Rahim et al., 2018).  Moreover, the TOPSIS method has not been used in the suicide topic. 
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Figure 3 below illustrates the process flow of the TOPSIS method:

Figure 3. Process flow diagram
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The steps for the TOPSIS method are as follows:
Construct the normalized decision matrix (Equation 1):

        
          (1)

Construct the weighted normalized decision matrix (Equation 2):

     (2)

Determine the positive and negative ideal solutions (Equation 3):

=

=

     (3)

Calculate the separation measure (Equations 4 and 5):
Positive ideal separation, S+

           
          (4)

Negative ideal separation, S-

           
          (5)

Where i = 1, 2, 3, …, m

Calculate the positive ideal solution (Equation 6):
              
          (6)

Rank the alternatives
Sorted the alternatives C+from the largest to the smallest value. Alternative with the largest 
value of C+ the best solution. 

RESULTS 

This section presents the ranking results of the 18 factors, including hopelessness, mental 
disorder, substance abuse, stress, previous suicide attempts, family factor, poor social 
support, negative life events, personality characteristic, health problem, low self-esteem, 
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residential area, gender, imitation, society pressure, financial problem, religion, and 
interpersonal conflicts using TOPSIS method. These significant factors were discovered 
from reviewing past research. 

Table 3 shows the normalized decision matrix of the data.

Table 3
Normalized decision matrix

Factors Hopelessness MD Stress SA FF Religion PSS PSA
Hopelessness 0.2199 0.2707 0.3098 0.1829 0.2712 0.1563 0.2232 0.2095

MD 0.2252 0.2772 0.3052 0.3006 0.2407 0.2353 0.3002 0.3007
Stress 0.1778 0.2275 0.2504 0.3263 0.3015 0.2838 0.2378 0.2502

SA 0.2838 0.2176 0.1811 0.2360 0.2176 0.2848 0.2407 0.2692
FF 0.2056 0.2921 0.2107 0.2752 0.2536 0.2618 0.3338 0.2538

Religion 0.2669 0.2235 0.1675 0.1572 0.1838 0.1898 0.1979 0.2114
PSS 0.2094 0.1962 0.2238 0.2084 0.1615 0.2038 0.2125 0.2902
PSA 0.3420 0.3003 0.3261 0.2856 0.3255 0.2924 0.2386 0.3258
PC 0.2482 0.1850 0.2327 0.1903 0.2628 0.2463 0.2203 0.1859

NLE 0.2642 0.2852 0.2939 0.3142 0.2589 0.2696 0.3065 0.1890
Imitation 0.1789 0.2248 0.1714 0.1503 0.1854 0.1532 0.1513 0.2166

HP 0.2671 0.2326 0.2290 0.2226 0.2532 0.2446 0.2516 0.2284
IC 0.2556 0.2078 0.2465 0.2184 0.2275 0.2688 0.1998 0.1795
SP 0.2425 0.2761 0.2357 0.2483 0.1804 0.2281 0.2353 0.2073
FP 0.2646 0.2391 0.2476 0.3125 0.2899 0.2618 0.2930 0.2589

LSE 0.2024 0.2066 0.2012 0.2098 0.2303 0.2613 0.2227 0.2558
Gender 0.1511 0.1538 0.1473 0.1150 0.1547 0.1619 0.1299 0.1632

RA 0.1477 0.1541 0.1560 0.1313 0.1424 0.1516 0.1288 0.1659

Factors PC NLE Imitation HP IC SP FP LSE Gender RA
Hopelessness 0.2019 0.2153 0.2212 0.1993 0.1837 0.2115 0.2165 0.2478 0.2148 0.2159

MD 0.3414 0.2514 0.2219 0.2884 0.2849 0.2341 0.3021 0.3060 0.2660 0.2607
Stress 0.2452 0.2204 0.2629 0.2647 0.2169 0.2479 0.2635 0.2839 0.2508 0.2327

SA 0.2825 0.1943 0.2826 0.2566 0.2308 0.2217 0.1967 0.2566 0.3027 0.2607
FF 0.2199 0.2535 0.2461 0.2425 0.2380 0.3280 0.2279 0.2512 0.2418 0.2582

Religion 0.1756 0.1821 0.2229 0.1878 0.1507 0.1941 0.1888 0.1656 0.1729 0.1815
PSS 0.2198 0.1794 0.2527 0.2045 0.2271 0.2107 0.1889 0.2177 0.2413 0.2392
PSA 0.3992 0.4459 0.2706 0.3452 0.3874 0.3666 0.3278 0.2905 0.2946 0.2847
PC 0.2278 0.2358 0.2855 0.2461 0.2373 0.2583 0.2504 0.2463 0.2135 0.2291

NLE 0.2499 0.2587 0.2771 0.2947 0.2328 0.2441 0.2959 0.2161 0.3062 0.2615
Imitation 0.1436 0.1680 0.1799 0.2037 0.1930 0.1554 0.1832 0.1814 0.1868 0.1857

HP 0.2240 0.2124 0.2138 0.2420 0.3201 0.2484 0.2683 0.2194 0.2667 0.2242
IC 0.2050 0.2372 0.1991 0.1614 0.2135 0.1903 0.2135 0.2517 0.2355 0.2428
SP 0.2057 0.2472 0.2700 0.2273 0.2617 0.2332 0.2082 0.2497 0.2380 0.3143
FP 0.2371 0.2277 0.2559 0.2350 0.2605 0.2919 0.2605 0.2679 0.2101 0.2270

LSE 0.2110 0.2730 0.2262 0.2516 0.1935 0.2130 0.2218 0.2281 0.2275 0.2583
Gender 0.1575 0.1247 0.1421 0.1339 0.1338 0.1446 0.1830 0.1480 0.1476 0.1509

RA 0.1442 0.1434 0.1405 0.1566 0.1275 0.1076 0.1664 0.1280 0.1417 0.1450
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Table 4 
The weighted normalized decision matrix

Factors Hopelessness MD Stress SA FF Religion PSS PSA PC
Hopelessness 0.0117 0.0180 0.0189 0.0108 0.0167 0.0072 0.0117 0.0165 0.0114

MD 0.0120 0.0184 0.0186 0.0178 0.0149 0.0108 0.0157 0.0236 0.0193
Stress 0.0095 0.0151 0.0153 0.0194 0.0186 0.0130 0.0124 0.0197 0.0138

SA 0.0151 0.0145 0.0111 0.0140 0.0134 0.0131 0.0126 0.0212 0.0159
FF 0.0110 0.0194 0.0129 0.0163 0.0157 0.0120 0.0174 0.0200 0.0124

Religion 0.0142 0.0148 0.0102 0.0093 0.0113 0.0087 0.0103 0.0166 0.0099
PSS 0.0112 0.0130 0.0137 0.0124 0.0100 0.0094 0.0111 0.0228 0.0124
PSA 0.0182 0.0199 0.0199 0.0169 0.0201 0.0134 0.0125 0.0256 0.0225
PC 0.0132 0.0123 0.0142 0.0113 0.0162 0.0113 0.0115 0.0146 0.0129

NLE 0.0141 0.0189 0.0179 0.0186 0.0160 0.0124 0.0160 0.0149 0.0141
Imitation 0.0095 0.0149 0.0105 0.0089 0.0114 0.0070 0.0079 0.0170 0.0081

HP 0.0142 0.0154 0.0140 0.0132 0.0156 0.0112 0.0131 0.0180 0.0126
IC 0.0136 0.0138 0.0150 0.0129 0.0140 0.0123 0.0104 0.0141 0.0116
SP 0.0129 0.0183 0.0144 0.0147 0.0111 0.0105 0.0123 0.0163 0.0116
FP 0.0141 0.0159 0.0151 0.0185 0.0179 0.0120 0.0153 0.0204 0.0134

LSE 0.0108 0.0137 0.0123 0.0124 0.0142 0.0120 0.0116 0.0201 0.0119
Gender 0.0081 0.0102 0.0090 0.0068 0.0096 0.0074 0.0068 0.0128 0.0089

RA 0.0079 0.0102 0.0095 0.0078 0.0088 0.0070 0.0067 0.0130 0.0081

Factors NLE Imitation HP IC SP FP LSE Gender RA
Hopelessness 0.0139 0.0095 0.0117 0.0098 0.0122 0.0135 0.0136 0.0076 0.0075

MD 0.0163 0.0096 0.0169 0.0151 0.0136 0.0188 0.0168 0.0094 0.0090
Stress 0.0143 0.0113 0.0155 0.0115 0.0143 0.0164 0.0156 0.0089 0.0081

SA 0.0126 0.0122 0.0151 0.0123 0.0128 0.0123 0.0141 0.0107 0.0090
FF 0.0164 0.0106 0.0142 0.0126 0.0190 0.0142 0.0138 0.0086 0.0089

Religion 0.0118 0.0096 0.0110 0.0080 0.0112 0.0118 0.0091 0.0061 0.0063
PSS 0.0116 0.0109 0.0120 0.0121 0.0122 0.0118 0.0120 0.0086 0.0083
PSA 0.0289 0.0117 0.0203 0.0206 0.0212 0.0204 0.0160 0.0105 0.0099
PC 0.0153 0.0123 0.0144 0.0126 0.0150 0.0156 0.0135 0.0076 0.0079

NLE 0.0167 0.0120 0.0173 0.0124 0.0141 0.0185 0.0119 0.0109 0.0091
Imitation 0.0109 0.0078 0.0120 0.0102 0.0090 0.0114 0.0100 0.0066 0.0064

HP 0.0138 0.0092 0.0142 0.0170 0.0144 0.0167 0.0121 0.0095 0.0078
IC 0.0154 0.0086 0.0095 0.0113 0.0110 0.0133 0.0138 0.0084 0.0084
SP 0.0160 0.0116 0.0133 0.0139 0.0135 0.0130 0.0137 0.0084 0.0109
FP 0.0147 0.0110 0.0138 0.0138 0.0169 0.0162 0.0147 0.0075 0.0079

LSE 0.0177 0.0098 0.0148 0.0103 0.0123 0.0138 0.0125 0.0081 0.0089
Gender 0.0081 0.0061 0.0079 0.0071 0.0084 0.0114 0.0081 0.0052 0.0052

RA 0.0093 0.0061 0.0092 0.0068 0.0062 0.0104 0.0070 0.0050 0.0050
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Table 7
Positive ideal solution (Pi) and ranking of the factors

Factors Pi Ranking
PSA 0.8924 1
MD 0.6389 2
NLE 0.5743 3
FP 0.5642 4
FF 0.5493 5

Stress 0.5276 6
HP 0.4890 7
SA 0.4734 8
SP 0.4613 9
PC 0.4453 10

LSE 0.4312 11
Hopelessness 0.4086 12

IC 0.3793 13
PSS 0.3721 14

Religion 0.2619 15
Imitation 0.2132 16
Gender 0.0576 17

RA 0.0422 18

After that, the positive ideal solution (Pi) value for the factors is found. Finally, the 
factors were sorted according to the Pi value from the highest to the lowest. 

Notation:
MD = Mental disorder
FF = Family factor
FP = Financial problem
PSS = Poor social support
PSA = Poor social attempts
SP = Society pressure

SA = Substance abuse
HP = Health problem
NLE = Negative life events
LSE = Low self-esteem
IC = International conflicts
RA = Residential area

DISCUSSION
Generally, the 18 risk factors for suicidal ideation were sorted based on the preferences 
using the TOPSIS method in this study. Table 5 shows that the most important reason for 
suicidal thoughts is previous suicide attempts, with a Pi value of 0.8924. It is followed 
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by mental disorders (0.6389), negative life events (0.5743), financial problems (0.5642), 
family factors (0.5493), and stress (0.5276), among others (Bilsen, 2018). In contrast, 
gender and residential area are the least important factors, with a value of less than 0.1.

Based on the result, it can be concluded that prior suicide attempts are the most 
significant factor for suicidal ideation (Bilsen, 2018; Junior et al., 2020). It is because a 
person with a history of self-injury is more likely to do the same actions again if they do 
not get help on their first attempt. Hence, people with previous suicide attempts have a 
high risk of suicidal crises. 

Besides that, a mental disorder is also considered one of the important risk factors 
for suicidal ideation (Bilsen, 2018; Pillay, 2021). Most suicide cases are related to mental 
disorders such as depression, anxiety, and stress. University students are the population 
group that is more vulnerable to these mental disorder problems owing to various stressors 
in university life, including academic problems, financial problems, relationship problems, 
and many others. 

Negative life events are also a key contributor that might lead to suicidal ideation 
(Bilsen, 2018; Pillay, 2021). It is because some mental disorders and problems like stress 
and depression may stem from negative life events. Negative life events such as the death 
of someone near the people, financial problems, and health problems will greatly impact 
the people. It will make people more likely to have serious suicidal thoughts. 

Nevertheless, gender and residential area are the least important factors for suicidal 
ideation from the result (Abdu et al., 2020). Hence, gender and residential area are not 
crucial in leading to suicidal intentions among university students. 

In a nutshell, the government, parents, and any related authorities should pay more 
attention to suspicious students with the characteristics of persons who tend to be involved 
in the suicide crisis. It can help them discover the particular students earlier and take proper 
actions immediately to help them. 

CONCLUSION

The goal of the study is to rank the risk variables for suicide cases according to their 
seriousness. TOPSIS may be used to compare the many risk variables for suicidal ideation 
among university students. Although it is difficult to prevent suicide completely, knowing 
risk factors based on their relevant degree allows the government or society to be aware 
of the university students at high risk for suicide. The warning signs of the students can be 
detected earlier. Several rapid and effective solutions, such as suicide prevention programs 
and medical therapy, can be implemented specifically for the high-risk population to lessen 
the suicidal crises. Government should organize more suicide prevention events such as 
World Suicide Prevention Day, held on 10 September annually, and The Malaysian Suicide 
Prevention Awareness Campaign, among others, especially for targeting high-risk groups 
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for suicide to minimize the suicide rates. Other than that, mental health treatment or healthy 
ways to cope with stress can be provided for the students that are identified as a high-risk 
group individually.

There are some limitations in this study. One of them is that this study only involves 
public university students. Therefore, the outcome may not represent the condition of all the 
universities in Malaysia. Furthermore, this study only comprises undergraduate students; 
the situation of postgraduate students is uncertain.
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ABSTRACT 

Landslide is one of the natural disasters that commonly occurs in terrestrial environments 
with slopes throughout the world. Located among countries with tropical climates, the 
hot and humid conditions expose Kuala Lumpur, Malaysia, to the risk of landslides. This 
paper aims to delineate the influencing physical characteristics of landslide occurrences in 
Kuala Lumpur. In this study, a 100 landslides historical data set and eight landslide factors 
were obtained from proper field validation and maps provided by those concerned in the 
government, such as distance to roads, distance to streams, elevation, slope angle, curvature, 
slope aspect, land use, and lithology. These factors were processed using GIS as geospatial 
analysis provides a useful tool for planning, disaster management, and hazard mitigation. 
By using ArcMap 10.8.2, a GIS software, different spatial analyses in which maps for each 
physical factor were layered with landslide events distribution. The weights for each factor 
were determined using the ANN approach resulting in the slope angle having the highest 
relative importance with a 100.0% value. In comparison, 8.3% represents the slope aspect 

as the most insignificant factor out of the 
eight selected characteristics for this study 
area. Therefore, a proper perspective and a 
thorough understanding of the certain slope 
condition have to be established for future 
mitigation action to support the agenda of 
SDG 15.

Keywords: ANN, GIS, geospatial, Kuala Lumpur, 

landslide
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INTRODUCTION

Landslide is one of the natural disasters that commonly occur worldwide, mainly in 
terrestrial environments with slopes. This disaster has had a devastating toll on lives 
and the economy. More than 8,935 landslide incidents were recorded worldwide, with 
approximately 1,120 landslides scattered in Southeast Asia until 2019 (NASA, 2020). 
Although landslides caused a lower death toll than other disasters, the destructive effects 
of the latter consequences on the economy are rather devastating because landslides have 
affected nearly 130 billion USD worth of assets across the world (Ritchie & Roser, 2014). 
These examples of bad economic outcomes of landslides demonstrate that having a good 
disaster preparedness program in a particular region is vital to reducing the chances of a 
disaster and its impacts. 

For a record, the US National Aeronautics Space Administration (NASA) affirmed 
that Malaysia had 171 landslides between 2007 to 2016, making it the 10th country with 
the highest frequency of landslides (Sim et al., 2018). A total of 262 landslide cases were 
discovered in recent circumstances across the country, with which Kuala Lumpur and 
Selangor contributed to most landslide occurrences in Malaysia (The Star, 2022). On the 
other hand, numerous landslide history data have been accumulated near Kuala Lumpur, 
indicating that several more landslide occurrences have occurred since the first event 
(excluding the non-reported cases). Due to the high frequency of landslides, Kuala Lumpur 
is selected as the area of interest for this study. 

Figure 1 clearly shows that Kuala Lumpur is an urban area with the highest population 
density of 7,188 people per square kilometer, where multiple conversions have been 
ongoing for decades (Department of Statistics Malaysia, 2022). As a developed region, 
Kuala Lumpur is often planted with shallow-rooted greenery for aesthetics with fewer 
infiltration capabilities that would loosen soil particles, specifically during uncertain intense 
precipitation, leading to slope movements (Huang et al., 2012). Overgrowing urbanization 
has also become one of the major contributors to landslides for years. The latest statistics for 
2019, recorded by the Department of Statistics, found that urbanization covered 76.2% of 
Malaysia (Department of Statistics Malaysia, 2020). In short, unsustainable land expansion 
may soar illegal logging activities, which later cause erosion of the covered soil masses, 
posing a serious threat to slope stability (Pradhan & Lee, 2009). 

Landslides can be triggered by many factors and occasionally correspond to one 
another. Apart from the most common landslide-triggering factor, rainfall, the rising 
events of landslides are also closely linked to the instability of slopes due to soil gestures 
failures. This high-risk catastrophe has encouraged the experts and scientific community to 
construct several landslide research in the past few years to provide proper information to 
planners, geotechnical consultants, and governments. With the introduction of GIS, multiple 
physical characteristics of landslides can be analyzed. Many researchers have continuously 
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constructed different types of landslide analyses, for instance, landslide susceptibility and 
assessments (Shahabi & Hashim, 2015; Majid et al., 2017; Majid et al., 2018; Mersha 
& Meten, 2020; Majid & Rainis, 2019; Naseer et al., 2021). However, the scope of this 
study will be narrowed down to the selected physical factors initiation to landslides in a 
growing city, Kuala Lumpur, as it requires greater precise spatial analysis to be done down 
to the local level. This study will also encourage the efficiency of landslide prevention and 
mitigations, as well as enhance the conservation of the physical environment and human 
safety (Kyriou et al., 2021). 

Advanced computing performance and the development of accessible geographical 
information system (GIS) platforms have further contributed to the extensive use of such 
reliable landslide forecasting targeted to the regional scale (Song et al., 2020). GIS is also 
often used as a tool to predict the occurrence of slope failures by warning of potential 
slope failures in the future (Majid & Ibrahim, 2015). In addition, GIS provides information 
and tools to quantitatively analyze multiple variables’ functional relationships (Psomiadis 
et al., 2020; Simon et al., 2017). Therefore, spatial analysis using GIS software, namely 
ArcMap 10.8.2, is efficient for landslide studies as it always delivers high credibility of 
methods and results. By means, GIS will indirectly decrease the inaccuracy of landslide 
studies that could lead to major faults in analyzing and predicting landslide occurrences 
in Kuala Lumpur. 

1984 2020

Figure 1. Land use conversion of Kuala Lumpur from 1984 to 2020 
Source. Google Earth Pro 1984 and 2020

1984 2020
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MATERIALS AND METHODS

Study Area

The Federal Territory of Kuala Lumpur was selected as the study area, which covers 
approximately 243.6 sq km within Selangor (Figure 2). Located at latitude 03º 2´N to 03º 
12´N and longitude 101º 38´E to 101º 46´E, Kuala Lumpur is a part of Klang Valley with 
a population of 1.7 million as of 2015 (Alnaimat et al., 2017). Situated on the west coast of 
Peninsular Malaysia, Kuala Lumpur territory receives a higher rainfall during the southwest 
monsoon from April to November annually (Saadatkhah et al., 2014). The temperature in 
Kuala Lumpur remains at a fairly constant 22–33°C all year round, with average annual 
precipitation of around 2,800 mm (Department of Irrigation and Drainage, 2018). With 
an average population growth of 2% per year, increasing housing and facilities demand 
have made developments in hilly areas around Kuala Lumpur. However, slope, drainage, 
and vegetation are disrupted during these developments, exposing the neighborhood to 
potential landslide risk (Mahmud et al., 2013). Apart from human factors, the lithology 
structure of Kuala Lumpur and its surroundings comprised of the pre-existence of a variety 
of weak zones in granite and ski rocks has led to slope movement (Yusoff et al., 2016).

Figure 2. Federal Territory of Kuala Lumpur, Malaysia
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Data Acquisition

In many landslide studies, preparing landslide inventory maps is crucial to understanding 
their previous occurrences and causes in predicting future landslide-susceptible zone. 
Therefore, a landslide inventory map was constructed with 100 landslide locations identified 
using the combined findings of previous studies, the interpretation of Google Earth images, 
and fieldwork validation. According to Zhang et al. (2022), there are no specific rules for 
choosing landslide characteristics. Thus, based on analysis of the landslide inventory map 
and the underlying geomorphometric conditions, eight physical characteristics, including 
roads and highways, stream network, DEM, slope angle, slope aspect, curvature, land 
use, and lithology were selected as landslide physical factors (Table 1). These physical 
characteristics were considered based on observation of past landslides and their possible 
contribution to inducing instability to the slopes in the area (Mahmud et al., 2013; Alnaimat 
et al., 2017; Ismail & Yaacob, 2018; Rahman et al., 2020). Considering this study’s aim and 
the scale of available data, the landslide incidents were depicted as points in GIS shapefile 
format and later used to overlap as maps for each physical factor.

Table 1 
Dataset based on GIS

Data Type Format
Landslides Points Vector

Road network Polyline Vector
Stream network Polyline Vector

Digital elevation model 
(DEM)

Grid Raster

Slope angle Grid Raster
Curvature Grid Raster

Slope aspect Grid Raster
Land use Polygon Raster
Lithology Polygon Raster

Data Processing

Spatial Analysis Using GIS. For the data analysis, most layers in this study were projected 
in the Kertau RSO coordinate system. A layer of roads and highways in Kuala Lumpur 
obtained in polyline stretching throughout this territory was processed to produce a physical 
map with the landslide incidents layer on top. A multiple ring buffer analysis with 125 
meters is appointed as the interval distance based on the nearest and farthest landslide 
locality from the road and equally classified into five equal classes. Furthermore, multiple 
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analyses on different buffer distances were carried out, and 125 meters were deemed the 
buffer distance for this study. Meanwhile, the same buffer analysis is conducted towards 
stream characteristics at 500-meter intervals with five equal classes. On the other hand, the 
stream data layer represents the branches of the stream network and water bodies across 
Kuala Lumpur. The river network layer was combined with the same landslide distribution 
layer to generate the physical map in GIS. 

A contour map acquired was used to derive a 10-meter DEM resolution using the 
3D Analyst extension of ArcMap. DEM is further classified using a natural break of five 
classes and the slope layer is extracted from DEM from the spatial analyst tool. In 2002, the 
Department of Minerals and Geoscience Malaysia (JMG) constructed official guidelines on 
hillside development where slopes are classified into four categories (Class I, II, III, and IV) 
(Gue & Wong, 2009). Since then, the guidelines have been used in most landslide studies 
in Malaysia. Class I is determined as the least severe slope angle and ranges below 15° 
meanwhile Class II is reserved between 15° to 25°. Slopes between 25° to 35° are for Class 
III and any slope angle greater than 35° is classified as Class IV. Aside from the slope, the 
curvature values represent the topography’s morphology (Rasyid et al., 2016). Curvature 
is categorized as negative or concave, indicating valleys, zero or flat surfaces, and positive 
or convex indicating peaks. It is generally related to a surface that can hold more water 
and retains water from heavy rainfall for a longer period (Lee & Thalib, 2005). The slope 
aspect is the orientation of a slope between 0° and 360° from the northern direction (Erener 
& Duzgun, 2010). The slope aspect map is derived from DEM with 1 additional class for 
flat ground and 9 directional classes: flat (-1°), north (337.5°–360°, 0°–22.5°), northeast 
(22.5°–67.5°), east (67.5°–112.5°), southeast (112.5°–157.5°), south (157.5°–202.5°), 
southwest (202.5°–247.5°), west (247.5°–292.5°), and northwest (292.5°–337.5°) and 
north (337.5°–360°) (Rahmati et al., 2016). 

As Kuala Lumpur is a highly developing region, it is essential to observe the land use 
type in this area and its relation to landslide incidents spatially. Thus, the land use data 
obtained from Plan Malaysia were analyzed and reclassified into five differentiations: (1) 
water bodies, (2) forest, (3) built-up, and (4) bare land. Furthermore, based on the provided 
geological map by the Department of Mineral and Geoscience Malaysia (JMG), lithology is 
classified into ive different types of soil: (1) acid intrusive (undifferentiated), (2) limestone/
marble, (3) mainly sandstone with subordinate shale, mudstone, siltstone, conglomerate, 
and volcanic, (4) schist and gneiss, and (5) vein quartz. This classification determines the 
factors and types of soil compositions involved in landslides. 

Artificial Neural Network (ANN). ANN can learn and generalize from experience 
(Mandal & Mondal, 2019). The purpose of ANN is to build a model of the data-generating 
process so that the network can generalize and predict outputs from inputs that it has not 
previously seen (Pradhan & Lee, 2009). However, for this study, the ANN method was 
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used to determine the weight of each selected physical characteristic involving a set of 
training data. In order to determine the weight of the characteristic, another 100 points 
were generated from ArcMap. This generation is taken into consideration to represent 
non-landslide events to avoid overfitting issues (Selamat et al., 2022). Hence, a total of 
200 points were used in this analysis, randomly separated into 70% training set and 30% 
for testing. 

RESULTS AND DISCUSSIONS

Frequent landslide incidents in Kuala Lumpur can be observed distributed particularly along 
the west of this city, also known as the Damansara Penchala zone, and in the northwest 
or the Sentul Menjalara zone according to Kuala Lumpur City Hall Government Agency 
(Figure 3).

Figure 3. Landslide distribution map

New infrastructure, for instance, highways, road networks, and dams have a significant 
relationship to landslides in Kuala Lumpur (Department of Irrigation and Drainage, 2018; 
Hong & Hong, 2016). Therefore, rampant soil reclamation and slope deforestation for urban 
development can cause unprecedented devastation to ecological sustainability, especially 
during road construction. In addition, the proximity to the road network is often related to 
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an increase in landslide occurrences, so disturbance zones were created around the road 
network of the study area (Skilodimou et al., 2018).

Figure 4. Landslide distribution on physical characteristics: a) distance to road, b) distance to stream, c) DEM, 
d) slope angle, e) curvature, f) slope aspect, g) land use, h) lithology
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Kuala Lumpur is well-known for its complex roads and highways for faster 
accessibility within the territory. Figure 4(a) shows that most landslides have occurred 
at road embankments and highways compared to off-roads with a 0 to 250 meters range. 
These constructions inadvertently cause slope instability and disturb the natural topology. 
In addition, highways can have the highest percentage of losses during landslides, located 
in highly hazardous areas. For example, highways in Damansara Penchala zones on the 
north and west part of Kuala Lumpur with over 10 km experienced frequent landslide 
occurrences as most highways pass through the high-risk area landslide-prone in that zone 
(Althuwaynee & Pradhan, 2017). It has demonstrated that unsustainable slope cutting for 
road constructions influences the changes in gradient flow, leading to slope inclining.

About 120 kilometers long river network flow covering the whole territory, which 
originated from Besar Range, almost half of the Klang River Basin. It is observed that the 
Klang River is the mainstream in this city, forking its branch into smaller streams known 
as the Kerayong river towards the east, the Batu River towards the northwest, the Jinjang 
river towards the north, and the Gombak River towards the southeast of Kuala Lumpur. 
Landslide incidents were observed around the Klang River, Kerayong river, and the 
smaller streams of the Batu River. Figure 4(b) shows that most landslides occurred from 
the streams’ 0–500 meters range. It supports that the distance to the stream is significantly 
related to landslides as water flow density naturally creates different types of erosion thus, 
increasing the vulnerability of slope angle (Mahmud et al., 2013).

Furthermore, Kuala Lumpur is surrounded by mountainous topography with the highest 
peak elevates at more than 300 meters and is often associated with high-rise buildings due 
to their luxurious viewpoint. Figure 4(c) shows that most landslide incidents took place 
at 0–106 meters in height. Landslide occurrences in this area were also concentrated in 
developed areas where human activities have significantly disturbed and altered most 
slopes. For instance, in 2021, one of the hilly developments known as the Sri Duta 1 
residence building experienced a slope failure affecting four blocks and 34 residential 
units. Damaged columns, surface tension fractures, and floor cracks are all signs of soil 
movement that surfaced before the landslide event and further quickly declared that the 
residence is unsafe (Palansamy, 2021). This situation proves that hilly developments will 
always be at risk of landslides.   

However, a slope is considered to have a greater influence on landslides than elevation. 
Therefore, slope angle has always been recognized as one of the crucial landslide factors 
by many studies. Generally, the slope indicates the surface’s degree of inclination and 
shows the elevation change rate (Paudel et al., 2016). A slope with a steeper degree of 
inclination is more susceptible to instability than a gentle slope. In this study, however, 
most landslides occurred at slope gradients of 0° to 15° (Figure 4(d)) as former mining sites 
mostly cover this region. This situation explains the rationale for landslide occurrences on 
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flat surfaces in Kuala Lumpur over the past decades (Sanusi et al., 2017). Furthermore, the 
Kuala Lumpur area is also covered with 92% of slopes ranging between 0° to 15° while 
the steep slopes only represent 8% area showing landslides that occurred in this area are 
shallows. In addition, Kuala Lumpur has recorded a notable rise in population growth; thus, 
development has expanded in the hilly regions. Slope alteration and heavy materials on top 
of undercutting slopes have also significantly affected slope stability, inducing landslides. 

Figure 4(e) shows a landslide distribution map of the curvature layer. The curvature 
also plays a significant role in landslide occurrences. In this study, it is found that a concave 
surface that represents negative values is favorable for landslides in Kuala Lumpur. 
Meanwhile, the convex surface recorded the least number of landslide occurrences. As the 
slope with a concave surface is in the upward direction, it tends to hold rainfall and infiltrate 
more water into the slopes, contrasting the convex surface (Lee et al., 2003). On top of that, 
infiltration forces a slope under a complex stress state as it will be fully saturated with water. 
It supports that if the negative value increases, the probability of landslide occurrences will 
increase too. In addition, there is no clear agreement exists in the context of aspects as one 
of the contributing factors, however, it acts as a geomorphological factor that indirectly 
triggers landslides occurrences indicating that the slope aspect is an important factor in 
landslide studies (Erener & Duzgun, 2010; Pawluszek & Borkowski, 2016; Silalahi et al., 
2019). Figure 4(f) shows that landslides are concentrated on the Northwest-facing slopes. 
Following this, landslides are mostly spread from the Northeast-facing to the Northwest-
facing slopes. It shows that exposure to sunlight and drying winds could control soil 
moisture concentration and, in the end, lead to landslide occurrences (Sharir et al., 2017). 
It indirectly influences the flow of landslide incidents as the direction of the slope face 
depends on exposure to sunlight, rainfall, evaporation, and vegetation distribution on slopes 
(Jaafari et al., 2014; Jebur et al., 2014; Wen & Jiang, 2016).

Land use elements in the northwest stretching towards the northeast of Kuala Lumpur 
are the safest compared with those in the western and southern parts (Figure 4(g)). The 
highest percentages of affected elements due to landslides were found in urban areas with 
high populations including residential areas, commercial buildings, industrial buildings, 
and utility areas (Althuwaynee & Pradhan, 2017). The development of residential buildings 
on hilltops has expanded dramatically as a result of the depletion of flat land (Gue & Tan, 
2003). In the future, this will cause changes in water flow from the highland to the ground. 
It is also found that landslides are greatly influenced by the lithological properties of the 
land surface (Dhianaufal et al., 2018). 

Moving on to Figure 4(h), which represents lithology appears that landslide events 
in Kuala Lumpur are scattered mainly on sandstone with subordinate shale, mudstone, 
siltstone, conglomerate, and volcanic. The weathering of the shale and sandstone from 
sedimentary rocks of the Kenny Hill formation have metamorphosed into metasediments of 
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schist, quartzite, and phyllite (Sanusi et al., 2017). Lithology profiles of the acid intrusive 
region, also known as the Kuala Lumpur granite, were observed to have separated largely 
from the northwest to the southeast. Some parts are surrounded by limestone lithology 
southwest of this study area. It is also discovered that the same lithology profile can be 
found in patches in the upper northwest and southeast, and some part of it is surrounded by 
limestone in the southwest. Landslide incidents on schist and gneiss are the least distributed 
in southeast Kuala Lumpur. Another large part of the lithology type with landslide incidents 
reported on it is the area with a limestone profile, locally known as the Kuala Lumpur 
Limestone. This limestone is characterized by a thin layer of topsoil for vegetation and 
is comprised of the alluvial soil beneath this region which contained heavy mineral and 
tin-bearing soil. Frequent quarries on slopes and cliffs in the past few decades to acquire 
limestone as the main source of construction materials have threatened the stability of its 
soil layers (Althuwaynee & Pradhan, 2017). 

The weight of each landslide is calculated using the ANN approach. A higher-weight 
factor indicates a higher contribution to landslide occurrences (Ibrahim et al., 2022). 
Among these landslide physical characteristics, slope angle plays the most significant role 
in influencing the landslides with a 100% normalized importance value. In contrast, the 
slope aspect represents the least significant landslide factor (Table 2). According to the 
expert, gravity is the prime cause of landslides when it overcomes the internal resistance 
of the rock, soil, or sediment and friction. Hence, a steeper slope combined with other 
contributing factors is always susceptible to landslides. In addition, rapid developments 
in hilly areas also significantly induce slope instability (Rahim et al., 2022). 

Table 2 
The weight of each landslide factor

Independent Variable Importance
Factors Weight of Landslide Factors

Distance to road 43.30%
Distance to stream 16.00%

DEM 25.90%
Slope aspect 8.30%
Slope angle 100.00%
Curvature 32.40%
Land use 28.70%
Lithology 31.70%
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Meanwhile, distance to the road shows the second highest value with 43.3%. 
Considering that the artificial and natural parts of the slopes around a road network are 
more sensitive to landslide manifestations, making both slope angle and road network 
associated strongly with one another. In the meantime, road constructions often cause slope 
instability as the process often creates cut slopes and inadvertently disturbs the natural 
topology exposing prone areas to possible landslides. 

From this weightage calculation, it is also found that the slope aspect has the least 
value of significance to landslide. In many studies, the slope aspect is also insignificant to 
most landslide occurrences as its role in landslide contribution remains unclear (Capitani 
et al., 2013; Yuri & Andri, 2021). The slope aspect only influenced landslides if they were 
superficial and in clayey deposits (Capitani et al., 2013). However, the slope aspect can 
still be used as one of the conditioning factors in landslide studies to understand the role 
or influence of the slope aspect on landslide occurrences. By implication, it shows the 
accuracy of the factor weightage results for this study.

CONCLUSION

Landslide occurrences in an urbanized region increase the risk of a high population. This 
study conducted physical characterizations of landslides in Kuala Lumpur. Landslide 
mitigation, especially in urban areas, requires critical planning and monitoring. This study 
found that 18.0% of landslides occurred along the Northwest of Kuala Lumpur, where 
most of these areas are surrounded by altered slopes. It indicates that the authorities are 
responsible for constructing an advanced prevention and mitigation procedure as the 
landslide-prone areas require critical planning and monitoring. In the meantime, a higher 
slope inclination can contribute to a higher gravity force in pulling materials down the slope, 
thereby increasing the risk of landslides. Therefore, a proper perspective and a thorough 
understanding of the certain slope condition have to be established to avoid more landslide 
occurrences in the future to ensure the conservation, restoration, and sustainable use of 
terrestrial and inland freshwater ecosystems as stated in the 15th SDG.
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ABSTRACT
This work reviews hydrothermal subcritical water pretreatment to enhance biogas 
production through anaerobic digestion. The complexity of the lignocellulosic structure 
has been the main limitation contributing to unsatisfactory biogas production throughout 
the anaerobic digestion. The high resistance of the structure to biological hydrolysis has 
increased the interest in applying pretreatment prior to anaerobic digestion to facilitate 
hydrolysis. Hydrothermal subcritical water technology, an environmentally friendly 

pretreatment that uses water as the main 
medium, is gaining prominence in biogas 
enhancement. However, the subcritical 
water pretreatment influence on structural 
properties, biogas production, and the 
production of anaerobic process inhibitors 
signifies a knowledge gap and needs an 
evaluation. This review presents the need for 
pretreatment reaction and properties in the 
subcritical water region, biogas production 
from subcritical water pre-treated waste, 
production of inhibitors, and its challenges 
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are discussed. This pretreatment could be a promising option and further enhance biogas 
production throughout the anaerobic digestion process.

Keywords: Anaerobic digestion, biogas, hydrothermal, lignocellulosic pretreatment, subcritical water 

INTRODUCTION

In recent years, researchers have focused on using agricultural and food waste to value 
goods on the ground of the waste-to-wealth idea to lower the downsides of inappropriate 
waste management practices (Hamzah et al., 2016; Rico et al., 2020). The derivation of 
energy from agricultural and food waste can be seen as a sustainable approach in line with 
the 12th Malaysia Plan 2021–2025 (RMK12) and Sustainable Development Goals (SDG) 
(RMK12, 2021). By focusing on implementing a circular economy and accelerating the 
adoption of integrated resources management, this plan encourages the public and private 
sectors to implement and integrate the SDGs values in their decision-making in pursuing 
sustainability. Apart from ensuring supply safety, the circular economy will reduce 
dependency on non-renewable energy, waste production, pollution, and greenhouse gas 
emissions. Replacement of non-renewable energy sources through bioenergies such as 
biofuels and biogas could be one possible way toward sustainability plans (Lemaire & 
Limbourg, 2019). Biogas is produced through anaerobic digestion by degrading substrates 
assisted by microbes throughout some biochemical phases (Aili et al., 2021).

The anaerobic digestion process has four major phases: hydrolysis, acidogenesis, 
acetogenesis, and methanogenesis. The process is carried out by several mixed-culture 
microbial communities working through syntropy (Morales-Polo et al., 2018). The 
hydrolysis phase is the rate-determining step, while methanogenesis restricts the digestion 
rate of more easily degradable substrates (Paudel et al., 2017). Improving the hydrolysis 
and biogas production during anaerobic digestion generates improvement opportunities 
and challenges for anaerobic digestion since the lignocellulosic substrates have different 
characteristics, indicating different kinds and levels of boundaries to accomplish the 
ideal anaerobic digestion process (Carlsson et al., 2012). Therefore, pretreatment for 
biodegradability improvement is a prerequisite for the amendment of lignocellulosic 
biomass for anaerobic digestion. The primary purpose of the pretreatment for lignocellulose 
feedstock is to disrupt lignin structure; consequently, cellulose and hemicellulose become 
accessible for microbial attack. In addition, the crystallinity of cellulose decreased, and 
the porosity of the substrate increased with pretreatment. (Brodeur et al., 2011; Carrere 
et al., 2016). Therefore, the problem mentioned above can be eliminated by pretreatment. 
Over the years, pretreatment has been commonly practiced before anaerobic digestion, 
and various pretreatment technologies have been conducted, including thermal, chemical, 
biological, and combined pretreatment or its combination (Chen et al., 2020; Dahunsi, 
2019; Pečar et al., 2020; Sun et al., 2016).
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Biogas production using the acai pre-treated by subcritical water (SCW) pretreatment 
presented a noteworthy performance compared to the untreated acai processing waste, 
resulting in 30% more methane in the biogas and 100 times higher yield (Maciel-Silva et 
al., 2019). According to Edwiges et al. (2019), when compared to untreated garden waste, 
alkaline pretreatment followed by solid/liquid phase separation at 5% NaOH concentration 
at 20°C for 12 hours produced the best results, increasing methane yield by 70%. However, 
despite high methane yield, the final effluent with high soluble chemical oxygen demand 
(COD) was produced from the digestion. Dilute acid pretreatment by 0.2M acetic acid 
yielded the highest sugar recovery of 95% and improved the crystallinity index to 56% 
after disrupting complex lignocellulosic during pretreatment (Saha et al., 2018). In addition, 
substrate hydrolysis of agricultural waste was improved through intermediate ozonation 
(Almomani et al., 2017). As a result, utilization of the substrates by the microbes is quicker, 
and the ozonation reduces the hydrolysis period while increasing the microbial activity 
in the digester. 

Combined biological and chemical pretreatment of maize straw using 1% NaOH and 
enzyme transformed cellulose and hemicellulose into reducing sugars and monomers, 
making them ready to use by microbes in the anaerobic digestion process, improving 
20.24% of the biogas (Zhao et al., 2018). Chen et al. (2020) reported using acid and alkali 
pretreatments for wheat straws. The study reported that biogas production increased by 7% 
with the addition of 0.01 mol/L NaOH pre-treated wheat straw. In contrast, 0.1 mol/L NaOH 
negatively affected biogas yield due to the inhibition of propionic acid into acetic acid in 
the systems (Chen et al., 2020). All these studies concluded that the available pretreatment 
technology of lignocellulosic wastes is vital, especially for complex substrates feedstocks, 
to improve biogas and methane yield, better hydrolysis, and higher lignin, cellulose, and 
hemicellulose removal, as well as a few more parameters. Thus, before anaerobic digestion, 
pretreatment application should fully utilize the substrate potential.

Hydrothermal pretreatment at SCW temperature has been broadly accepted as an 
eco-friendly green technology due to its excellent performance for bioenergy generation 
from lignocellulosic wastes. The pretreatment promotes structure-breaking and substrate 
availability after pretreatment (Wang et al., 2018a). Hydrothermal pretreatment is also 
commonly identified as SCW pretreatment, autohydrolysis, liquid hot water, hydrothermal 
carbonization, aquasolv, hydro thermolysis, or hot-compressed water pretreatment (Ahmad 
et al., 2018; Saha et al., 2013; Shitu et al., 2015; Toor et al., 2011). SCW pretreatment 
promotes structure-breaking and substrate availability after pretreatment (Wang et al., 
2018a). SCW pretreatment technology is gaining prominence in biogas production 
enhancement. SCW pretreatment involves using very sustainable and environmentally 
friendly water since it does not require acid recycling and is non-corrosive, non-toxic, and 
inflammable (Antwi et al., 2019; Saha et al., 2013). Water penetrates the lignocellulosic 
structure to hydrate cellulose, solubilize hemicellulose and partially remove lignin (Ahmad 
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et al., 2018). The practicality of the SCW depends on the process parameters such as 
temperature, reaction time, and water-to-solid ratio. These parameters are the aspects of 
dominant importance concerning pretreatment efficiency and anaerobic digestion.

This review aims to present basic knowledge, and recent states of hydrothermal 
SCW pretreatment applied to the anaerobic of various lignocellulosic wastes. This review 
also discussed the major recalcitrance components in lignocellulosic wastes that hinder 
the anaerobic digestion of lignocellulosic waste. Recent studies discuss fundamental 
information on the reaction and properties of the pretreatment at the subcritical region. 
The recent study on the enhancement of biogas production from hydrothermal SCW 
pretreatment as the effective pretreatment method is reviewed. The inhibitory potential 
of this pretreatment as the main challenge of pretreatment during the process was also 
provided. 

Pretreatment
The addition of pretreatment can enhance the performance of anaerobic digestion. Owing 
to the irregularity of lignocellulosic compounds, an ideal pretreatment process and 
conditions rely on its compositions (Zheng et al., 2014). The structure and compositions of 
lignocellulosic wastes were found to have influences on lignocellulosic biodegradability. 
The purpose of pretreatment is to modify the lignocellulosic structure, especially lignin, 
to improve and assist the enzymes and microbial attack (Ahmad et al., 2018; Carrere et 
al., 2016). Through pretreatment strong structure of the lignocellulose parts becomes 
easily disintegrated, lignin and hemicellulose are degraded, and the hydrolysis of cellulose 
occurs more efficiently, thus converting them to the soluble fraction. The expected outcome 
of pretreatment on lignocellulosic wastes is shown schematically in Figure 1. Several 
pretreatment approaches have been developed to improve the utilization of carbohydrates 
as the primary source of biogas. Pretreatment enhances microbial hydrolysis, evades the 
degradation of sugars, minimizes the formation of inhibitors, recovers lignin, and is cost-
effective by operating in an anaerobic digester by reducing heat and power requirements 
(Brodeur et al., 2011).

The optimal pretreatment method and conditions depend on the types of lignocellulose 
present (Neshat et al., 2017). It is essential to analyze its characteristics since different 
lignocellulosic waste is divergent according to their types. It is also vital to ensure the 
microbial stability and balance of the nutrient for an effective process. Lignin supports the 
cell structure, covering cellulose and hemicellulose and resisting hydrolysis for microbial 
attack (Atelge et al., 2020). The structure’s resistance to hydrolysis is correlated with 
crystalline cellulose, recalcitrant lignin, and its linkage (Paudel et al., 2017). Figure 2 shows 
the close association of cellulose, hemicellulose, and lignin. Pretreatment has commonly 
been subjected before being applied to anaerobic digestion to eliminate the problem 
associated with the lignocellulosic compound, as mentioned above. 
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Figure 1. The schematic effect of pretreatment on the lignocellulosic waste (adapted and modified from Ahmed 

et al. (2019))

Figure 2. Cellulose strands surrounded by hemicellulose and lignin (Brandt et al., 2013)

Composition of Lignocellulosic Waste

The main difficulty hindering the efficiency of biogas generation from lignocellulosic 
waste feedstocks is overcoming the slow hydrolysis due to the recalcitrance of these 
wastes towards microbial degradation. Lignocellulose wastes have complex structures 
that restrict microbial attack due to combinations of interactions between lignocellulosic 
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fractions (Atelge et al., 2020). Lignocellulosic wastes are mainly make-ups of a skeleton 
surrounded by three types of polymers: cellulose (30–70%), hemicellulose (15–30%), 
and lignin (10–25%), with extractives, and a number of inorganic materials (Ahmad et 
al., 2018; Brodeur et al., 2011). Table 1 shows the composition of some lignocellulosic 
waste reported by researchers. After hydrolysis, carbohydrates release fermentable sugar, 
making it an appropriate source for biogas production. Though, very complex structures 
make it resistant to hydrolysis by microorganisms (Zheng et al., 2014).

Table 1
Composition of lignocellulosic waste

Lignocellulosic 
waste

Lignin
(%)

Cellulose
(%)

Hemicellulose
(%)

References

Rice straw 23–24 29–32 16–17 Wang et al. (2018a);
 Xiang et al. (2021)

Wheat straw 11.9 38.7 23 Tian et al. (2020)
Cocoa pods 21.29 26.10 4.82 Antwi et al. (2019)
Napier grass 4–23 36–42 20–27 Jomnonkhaow et al. (2022); 

Suaisom et al. (2019)
Paper tube 23 NS NS Teghammar et al. (2010)

Acai 24.56 43.81 25.89 Maciel-Silva et al. (2019)
OFMSW 48.93 85.28 54.81 Dasgupta and Chandel 

(2019)

Note. NS: Not Stated, OFMSW: organic fraction of municipal solid waste

Cellulose

Cellulose is the key component of lignocellulose cell walls and the most abundant linear 
polysaccharide of cellobiose, making a molecular chain between 100 and 14,000 units  
(Paudel et al., 2017; Zheng et al., 2014). Cellulose is strongly linked by β,1–4 glycosidic 
linkages  (Ahmad et al., 2018; Paudel et al., 2017). The cellulose units contain organized 
crystalline structures with poorly organized amorphous structures and form the so-called 
cellulose fibrils or cellulose bundles (Carrere et al., 2016). Cellulose chains are intertwined 
by hydrogen bonds and van der Waals forces (Zheng et al., 2014). The intramolecular 
hydrogen bonds made microfibrils with high tensile strength and hydrophilic, but they 
are not highly soluble in water due to their large size. The bonds support cellulose by 
creating a crystalline and amorphous structure (Paudel et al., 2017). Cellulose chains 
have numerous angles of amorphous regions intertwined with crystalline cellulose, which 
determine their crystallinity level (Ahmad et al., 2018). The bond of hydrogens between 
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glucan units influences its crystallinity, characterized by the crystallinity index. They 
consist of two regions: amorphous (low crystallinity) and crystalline (high crystallinity) 
regions (Zheng et al., 2014). At a high crystallinity index, the degradation of cellulose 
turns out to be more complex. The cellulose chains also are packed into microfibrils and 
stabilized by hydrogen bonds. Hemicelluloses connect these fibrils, amorphous polymers, 
and other polymers, such as pectin, and are protected by lignin (Brodeur et al., 2011). It 
makes cellulose complicated and resistant to biological and chemical attacks. While the 
chain length is contrarywise relative to hydrolysis effectiveness, they are insoluble in water 
and are most prone to microbial degradation (Ahmad et al., 2018). 

Hemicellulose 

Hemicelluloses are more amorphous than cellulose and are made of linear, highly-branched 
heteropolymers of pentoses, hexoses, and acids (Ahmad et al., 2018). Hemicellulose is 
not attached to the cellulose by a covalent bond and builds an amorphous region in the 
lignocellulosic structure (Brandt et al., 2013). Hemicellulose has amorphous structures 
and is more readily hydrolyzed than cellulose (Carrere et al., 2016). They are also firm 
due to the short and branched chains that assist in forming a structure with cellulose fibrils 
and interact with lignin. Due to these properties, hemicelluloses are highly susceptible to 
hydrolysis (Zheng et al., 2014). Cellulose has a higher molecular weight than hemicellulose, 
a low polymerization degree (70 to 200⁰C), and less crystal with arbitrary amorphous 
composition, making hemicellulose more sensitive to hydrolysis (Ahmad et al., 2018; 
Brodeur et al., 2011). Hemicellulose is not as robust, and mostly amongst others, it performs 
a weighty part in firming the lignocellulosic complex in covering cellulose fibrils (Paudel 
et al., 2017).

Lignin

Lignin is the second most abundant natural polymer after cellulose and is a combination of 
aromatic complexes and consists of aquaphobic heteropolymers alcohols linked through 
ether bonds. Also include hydroxyl, methoxyl, and carbonyl functional groups, the C-C 
bonds, or a linkage of C-C and ether (Ahmad et al., 2018; Carrere et al., 2016; Zhao et al., 
2018). Coniferyl alcohol is the main monomer in softwood lignin and is the foundation 
for lignin, especially hardwood. Other than that, aromatic monomers are also integrated 
into the lignin structure that protects the cellulose and hemicellulose as a hydrophobic 
layer (Ahmad et al., 2018). Lignin is an amorphous polymer cross-linked between the 
hemicellulose and cellulose to a rigid three-dimensional structure of the lignocellulosic 
matrix. The fibrils present in the lignocellulosic structure are often associated with packs or 
macro fibrils cellulose (Brodeur et al., 2011). The fibrils are mainly crystalline, hindering 
microbial attack, and are the primary physical block between polymers (Brodeur et al., 
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2011; Paudel et al., 2017). Moreover, lignin commonly forms a covalent bond, mainly 
with hemicellulose. The rigidity of lignin makes them resistant to biological degradation 
(Carrere et al., 2016). Lignin is also hydrophobic and optically inert and only dissolve at 
high temperature (> 180℃). Therefore, lignin is the main obstacle to biodegradation; the 
higher the percentage of lignin, the resistance to microbial degradation are greater, and 
softwood lignin is the most recalcitrant to pretreatment and bioconversion (Talaiekhozani 
& Rezania, 2020; Zheng et al., 2014). 

Subcritical Water (SCW) Technology

The SCW, known as hydrothermal pretreatment has been broadly accepted due to its 
excellent performance in improving bioenergy generation (Lee et al., 2019; Shitu et al., 
2015; Toor et al., 2011). This pretreatment destroys the crystallographic structure of 
cellulose and promotes lignocellulosic structure-breaking and substrate availability after 
pretreatment (Wang et al., 2018a). The SCW pretreatment occurs when substrates are 
subjected to water at a higher temperature (100 to 374°C) in a liquid state at a selected 
reaction time and pressure (Dasgupta & Chandel, 2019). The water in the subcritical region 
is still in a liquid state (Figure 3), and in these environments, water has a range of exotic 
properties (Möller et al., 2011; Shitu et al., 2015). Match up to conventional pretreatments 
such as acid and alkali; after SCW pretreatment, the solid filtrate contains high cellulose 
and lignin. At the same time, most hemicellulose solubilizes in the liquid portion (Figure 
4), thus showing the possibility of improving lignocellulosic hydrolysis and biogas yield 
and promoting changes in lignocellulosic structure. 

Figure 3. Water phase diagram as a function of pressure and temperature (Shitu et al., 2015)
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Figure 4. Changes in lignocellulosic content between SCW pretreatment and other pretreatments (adapted 
and modified from Chen et al., 2021)

Reaction and Properties at Subcritical Water Condition

During SCW pretreatment, lignocellulosic waste undertakes high temperatures in water 
at high pressure at a specific reaction time and solid-to-water ratio (Lachos-Perez et al., 
2017; Lee et al., 2019). SCW promotes structural modification to the lignocellulosic waste 
by enlarging the available surface area of cellulose, improving cellulose degradation, 
and generating low inhibitors concentration in pre-hydrolysates, compared with low pH 
pretreatment methods (Chen et al., 2021; Maciel-Silva et al., 2019; Suaisom et al., 2019). 
Water in SCW regions possesses some unique characteristics, it stays in liquid states and 
does not require any chemical as a medium, and is considered an environmentally friendly 
technique for lignocellulosic pretreatment. SCW has a low dielectric constant and high 
ionic product, indicating water polarity and solubility. Water behaves as an acid catalyst 
due to autoionization at high temperatures.

The water autoionization release acid hydronium ion (H3O+) that catalyze the 
polysaccharides (mainly hemicellulose) hydrolysis to form sugars (pentoses and hexoses) 
(Jomnonkhaow et al., 2022). The increase in reaction temperature increased the ionic 
constant of water and created a low pH medium for subsequent hydrolysis. The affinity 
of water performing as reaction media indicates the dielectric constant. Water in the SCW 
region has the same polarity as an organic solvent because the dielectric constant is reduced 
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and contributes to the organic compound’s solubilization. Reduction of the dielectric 
constant reduced the polarity of water while increasing hydrocarbon solubility. Water 
reduced the quantity of organic solvent required during hydrolysis since the increase in 
temperature increases the mid-polar compound solubilization. 

High kinetic energy at high temperatures increases the polymerization reactions rate for 
the rupture of cell wall structure while enhancing diffusivity and decreasing viscosity are 
beneficial to enhance the mass transfer and pretreatment effectiveness. (Abdelmoez et al., 
2014; Ahmad et al., 2018; Chen et al., 2021; Lachos-Perez et al., 2017; Maciel-Silva et al., 
2019; Shitu et al., 2015). Thus, in general, SCW penetrates the structure to hydrate cellulose, 
solubilize a substantial part of hemicellulose and partially remove lignin. Increases in the 
polymerization rate help breakdown down the cell wall and cellulose swelling. It increases 
cellulose accessibility by expanding the surface area following enzymatic reaction. Also, 
subcritical water assists in acetyl and uronic acid groups’ cleavage yielding acetic acid and 
other organic acids and boosting the solubilization of oligosaccharides (Ahmad et al., 2018). 
Thus, the subcritical water allows the depolymerization of the lignocellulosic biomass by 
cleavage, dehydration, swelling, and recombination of reactive fragments (Toor et al., 2011). 

Subcritical Water Pretreatment Process Parameters

The SCW pretreatment parameters, temperature, reaction time, and solid-to-water ratio are 
the aspects of dominant importance concerning pretreatment efficiency and, subsequently, 
anaerobic digestion (Ahmad et al., 2018; Toor et al., 2011). Therefore, the effect of those 
parameters is discussed further in the following subsection.

Temperature. The extent of the SCW pretreatment at the SCW temperature region’s 
effect on the lignocellulosic composition modification is influenced mainly by the reaction 
temperature. The pretreatment disrupts the cellulose microfibrils bundles, improving 
surface porosity, fractures, and drains on the deformed surface, increasing the surface 
area depending on pretreatment severity (Ahmad et al., 2018; Maciel-Silva et al., 2019). 
The sugar production increased with temperature, and the highest sugar produced from 
SCW pre-treated spent Java citronella was obtained at 160°C (Timung & Goud, 2018). 
Higher pretreatment temperatures over 200°C caused the formation of furfural and 
5-hydroxymethylfurfural (HMF), one of the methanogenesis inhibitors (Phuttaro et al., 
2019). Tian et al. (2020) observed a reduction in methane yield after pre-treated wheat 
straw at 175°C. At 90°C and 180°C, Wang et al. (2018a) reported that biogas produced 
from pre-treated rice straw improved compared to untreated rice straw. Temperature 210°C 
presented a 30% reduction with a more extended lag period. Antwi et al. (2019) observed 
that optimum biogas yield was obtained at 150°C with low severity of 2.65. The SCW on 
cocoa pod waste observed that temperature influences the lignin solubilization compared to 
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reaction time (Antwi et al., 2019). Higher SCW temperature has resulted in more significant 
degradation, and soluble sugars produced from hemicellulose solubilization have been 
stated at 160 and 200°C (Dasgupta & Chandel, 2019).

The cellulose microfibrils are linked by hemicellulose and amorphous polymers and 
protected by lignin (Brodeur et al., 2011). Cellulose is crystalline and has a high level of 
polymerization (Ahmad et al., 2018; Toor et al., 2011), and disruption of the structure 
through the SCW pretreatment can modify the bond between cellulose and make cellulose 
more accessible to microbial attack. According to Ahmed et al. (2019), the decomposition 
of cellulose begins at a temperature of 230°C. The cellulose hydrolysis rate and conversion 
increase from temperature 240 to 270°C (Ahmed et al., 2019; Lachos-Perez et al., 2017; 
Toor et al., 2011). Hemicelluloses are amorphous and easily hydrolyzed compared 
to cellulose, and solubilization occurs above 150°C and 180°C (Ahmed et al., 2019; 
Carrere et al., 2016). Lignin is also hydrophobic and optically inert and only dissolve at 
high temperature (> 180°C). Lignin is a major barrier to microbial attack; the higher the 
percentage of lignin, the higher the resistance to microbial degradation, and it is the most 
recalcitrant to pretreatment and bioconversion (Zheng et al., 2014). Furans (furfural and 
HMF) are inhibitory compounds formed through the degradation of hemicellulose to its 
monomeric sugars and depending upon pretreatment conditions, they might inhibit the 
anaerobic digestion process (Dasgupta & Chandel, 2019).

Reaction Time. Reaction time is also a parameter that affects the SCW pretreatment 
performance. Though, the temperature has a better impact on the digestibleness of cellulose 
than reaction time (Ahmad et al., 2018; Carrere et al., 2016). Previous studies stated that 
a longer reaction time is not an ideal approach since it contributes to excessive cellulose 
breakdown, formation of solid residue, and severity of the pretreatment (González et al., 
2014; Toor et al., 2011). However, lignin in the solid fraction increases as time increases 
due to reordering between lignin and holocellulose (Ahmad et al., 2018). Furthermore, 
Chandra et al. (2012b) stated that energy could be saved by less reaction time than by 
higher reaction time. Besides, higher residency time causes pyrolysis, causing charring 
together with greater energy requirements. According to Dasgupta and Chandel (2019), at 
the SCW temperature region, the VS of municipal solid wastes increases as the reaction 
time increases to 120 minutes. Increasing the reaction time decreased the TS and VS by 
6.4% and 11%, respectively. 

The SCW on cocoa pod waste observed that reaction time does not influence the 
lignin solubilization compared to temperature (Antwi et al., 2019). However, maximum 
biogas production is produced at a shorter reaction time, and the optimal reaction time 
observed by the authors is 15 minutes. Therefore, lower severity of SCW pretreatment 
contributes to better biogas production. At high temperatures (>175°C), a shorter reaction 
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time should be considered since high temperatures and longer reaction times risk the furans 
to aldehydes degradation and organic acids that will increase the accumulation of volatile 
fatty acid (VFA) inside the digester (González et al., 2014). Therefore, a longer reaction 
time seems beneficial for temperatures lower than 150°C. The pretreatment reaction time 
of 15 minutes was applied to rice straw (Wang et al., 2018a), empty fruit bunch (O-Thong 
et al., 2012), Napier grass (Phuttaro et al., 2019), and cocoa pods (Antwi et al., 2019). At 
the same time, a reaction time of 10 minutes was used to pre-treat rice straw (Chandra et 
al., 2012b) and wheat straw (Chandra et al., 2012b). A longer pretreatment reaction time 
of 30 minutes was conducted on municipal solid waste (Dasgupta & Chandel, 2019) and 
waste-activated sludge (Kim et al., 2015).

Solid to Water Ratio. The ratio of solid to water during the SCW pretreatment is one 
more significant parameter that influences the SCW pretreatment process and is generally 
expressed as the ratio of the solid (g) weight to the volume of water (mL). Water remains 
an alternate solvent in the sub-critical state to dissolve substrates due to its low viscosity, 
and high diffusivity allows the water to permeate the complex structure (Chen et al., 
2021; Timung & Goud, 2018). According to the mass transfer theory, a high concentration 
gradient increases the diffusion rate due to a high solid-solvent ratio. It thereby facilitates 
the extraction by the solvent of solids (Shitu et al., 2015). Previously, optimization of 
SCW hydrothermal pretreatment of Napier grass for biogas production reported that the 
optimal Napier grass-to-water ratio of 1:6 gives optimal conditions for methane production. 
Similarly, Manorach et al. (2015) observed a significant effect of bagasse to water ratio 
for the sugarcane bagasse hydrolysis. The hydrolysis of sugarcane bagasse increased 
after applying SCW pretreatment at a 1:1.69 solid-to-water ratio. About 87.52% cellulose 
conversion rate was obtained by SCW pretreatment of wheat straw at a 1 to 5 solid-to-
water ratio (5%).

Anaerobic Digestion

Biogas is produced through anaerobic digestion by degrading substrates facilitated by 
a group of microbes through several biochemical reactions (Hamzah et al., 2022). The 
anaerobic digestion process has four major phases: hydrolysis, acidogenesis, acetogenesis, 
and methanogenesis. The anaerobic digestion process is carried out by several mixed-
culture microbial communities working through syntropy (Morales-Polo et al., 2018). The 
microbes work synergistically to decompose recalcitrant waste structures into their simplest 
form (Sawatdeenarunat et al., 2015). The hydrolysis process turns organic macromolecules 
into smaller compounds that acidogenic bacteria can use. While acidogenesis is the fastest 
reaction in which acidogens convert soluble molecules from the previous phase to acetic 
acid and other longer VFAs, alcohols, and carbon dioxide (Caruso et al., 2019). Then the 
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VFAs are then converted into acetate, carbon dioxide, and hydrogen via acetogenesis. At the 
last phase of anaerobic digestion, methane and carbon dioxide are produced by two groups 
of methanogens; acetoclastic and hydrogen-utilizing methanogens (Hagos et al., 2017). 

Methane-rich biogas is produced from various feedstocks, consisting of primarily 
50–75% methane, 19–34% carbon dioxide, and less than 1% hydrogen through the 
anaerobic digestion process (Hamzah et al., 2020; Elhenawy et al., 2021). Anaerobic 
digestion is a very complex method to produce biogas from different types of waste. The 
important process parameters should be learned to achieve the maximum potential of the 
anaerobic digestion process. Temperature, pH, carbon-to-nitrogen ratio, organic loading, 
mixing, and concentration of VFAs and ammonia nitrogen are among the most important 
parameters that affect the performance of an anaerobic digestion system. Mono digestion 
often observes lower biogas yield, and even with anaerobic co-digestion, the biogas yield 
is not satisfying due to the complexity of the structure. High resistance of lignocellulose 
to biological hydrolysis is associated with the presence of refractory lignin, its linkage 
to the strong bond between cellulose and hemicelluloses, and the presence of crystalline 
cellulose (Paudel et al., 2017). The primary purpose of the pretreatment for lignocellulose 
feedstock is to disrupt lignin structure; consequently, cellulose and hemicellulose become 
accessible for microbial attack. SCW pretreatment promotes structure-breaking and 
substrate availability after pretreatment (Wang et al., 2018a). 

Biogas Production Using SCW Pretreatment

SCW pretreatment for biogas production has been broadly conducted to enhance methane 
yield from lignocellulosic wastes, including Napier grass (Phuttaro et al., 2019), acai 
residue (Maciel-Silva et al., 2019), rice straw (Wang et al., 2018a), cocoa pods waste 
(Antwi et al., 2019), and wheat straw (Chandra et al., 2012a). Table 2 shows some studies 
on SCW pretreatment using lignocellulosic waste to improve methane yield. According to 
Chen et al. (2021), SCW pretreatment of wheat straw destroyed the microstructure of the 
straw and increased the cellulose crystallinity. The SCW also reduced the hemicellulose 
by 18.37%, while most of the cellulose preserved in the solid part of lignin and cellulose 
increased by 8.81% and 25.92%, respectively. SCW pretreatment for spent citronella 
biomass increases the fermentable sugar production during the hydrolysis and increases 
the crystallinity index to 52.68% (Timung & Goud, 2018). Likewise, this pretreatment 
also boosts the pre-hydrolysis of straw, and the lag phase throughout the fermentation is 
correspondingly reduced (Tian et al., 2020). Enhancement of methane production from 
sewage sludge was reported at optimal pretreatment conditions of 186℃ using response 
surface methodology (Park et al., 2021). 

It is also reported that the hydrothermal SCW pretreatment was useful in enhancing 
the hydrolysis of the lignocellulosic complex and subsequently improving methane 
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production (Dasgupta & Chandel, 2019). Earlier, hydrothermal SCW pretreatment sped up 
the pre-hydrolysis of rice straw resulting in biogas and methane enhancement in anaerobic 
digestion. The pre-treated rice straw improved by 225.6% and 222% of biogas and methane, 
respectively (Chandra et al., 2012b). Similar pretreatment applied to wheat straw reported 
that pre-treated wheat straw had an increase of 9.2% in their production of biogas, while 
methane production increased by 20.0% (Chandra et al., 2012a). Hydrothermal SCW 
pretreatment for empty fruit bunch and palm oil mill effluent by co-digestion at 230℃ for 
15 minutes improved the biodegradability to 64% (O-Thong et al., 2012). 

However, adding NaOH in the pretreatment improved the biodegradability to 91%. 
Pretreatment of Napier grass at 190℃ improves methane production (Jomnonkhaow et al., 
2022). However, during the breakdown of the lignin, the two-step reaction occurs, which 
leads to a reduction in methane yield due to the two-step reaction. During the pretreatment, 
solubilization of lignin and subsequent lignin depolymerization occurs, causing insoluble 
condensation. Table 3 shows lignin, cellulose, and hemicellulose changes after SCW 
pretreatment. Pre-treated common reed at 120℃ for 2 hours increased the methane yield 
by 28.8% and improved the volatile solid content by 15% (Vakalis et al., 2022). Also, 
the performance of biogas yield in a two-stage anaerobic digester improved with the 
application of pretreatment at 140℃ for 2 minutes (Wei et al., 2022). The pretreatment at 
140℃ enriched Acetolactic methanogens during the methanogenic bacteria responsible 
for enhancing methane content. 

Table 2
The SCW pretreatment using lignocellulosic waste to improve methane yield

Substrates Temperature
(°C)

Time
(min)

Solid-
to-water 

ratio
Improvement Yield References

Municipal 
solid waste 140 30 NS

Increase by 
32% in biogas 

production

200 mL/
gVS

Dasgupta 
and  

Chandel 
(2019)

Napier 
grass 175 15 1:10

Increase by 
35% in biogas 

production

248.2 
NmL/gVS

Phuttaro et 
al. (2019)

Wheat 
straw 175 60 1:20

Increase by 
52% in biogas 

production

225.7 mL/
gVS

Tian et al. 
(2020)

Acai 
residue 200 20 1:80

Increase of 
30% in methane 

production

791.81 L/
KgTVS

Maciel-
Silva et al. 

(2019)
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Rice straw pre-treated at 110 to 120℃ helps methane production rather than 180℃ 
(Xiang et al., 2021). The release of the soluble portion from pretreatment helps the 
methanogenesis that is responsible for biogas enhancement. Antwi et al. (2019) reported 
optimal biogas production of pre-treated cocoa pods at 150°C for 15 min. The authors 
suggested that pretreatment at low severity enhances the biogas production, and a severity 
of more than three resulted in low biogas yield. Wang et al. (2018a) reported that pre-treated 
rice straw at 180℃ improved the biogas yield by 3%, and increasing the SCW temperature 
to 210℃ lowered the biogas production by 30%. López González et al. (2014) stated that the 
pretreatment increases 63% the methane yield of pre-treated sugar cane press mud at 150°C 
for 20 minutes. As the temperature increases over >200℃, methane production decrease 
with temperature due to the formation of a recalcitrant product (furfural) responsible for 
methanogenesis inhibition. 

The effectiveness of SCW pretreatment is different for various types of lignocellulosic 
wastes, according to the chemical and structural characteristics and the ideal pretreatment 
conditions. Thus, it is essential to find the optimal set of pretreatment parameters to ensure 
the highest substrate utilization can be achieved. The most recent studies evaluating the 
performance of SCW pretreatment for biogas production observed that pre-treated common 
reed at 120℃ increased the methane potential by 28.8%, while temperature over 200℃ 
had an adverse effect on methane production (Vakalis et al., 2022). Similarly, pre-treated 
wheat straw at 120℃ obtained the highest methane yield, which was 32% higher than 
that of unpretreated wheat straw (He et al., 2022). While highest methane production, 
with an increase of 19% compared to untreated wheat straw, was observed at 160℃ for 
45 minutes (Zerback et al., 2022). According to the authors, increasing the pretreatment 
intensity reduces the methane conversion potential. 

Table 2 (Continue)

Substrates Temperature
(°C)

Time
(min)

Solid-
to-water 

ratio
Improvement Yield References

Rice straw 180 15 1:10
Increase of 

3% in methane 
yield

306.6 
mL/g TS

Wang et al. 
(2018a)

Cocoa 
pods 150 15 1:5 Increase 1.70% 

methane yield
357 LN/

gVS
Antwi et al. 

(2019)

Waste 
activated 

sludge
180 30 1:1

Increase 
methane content 

to 63.4% and 
VS removal to 

60%

130.2 mL/
gVS

Kim et al. 
(2015)

Notes. NS-not stated
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Table 3
Changes in lignin, cellulose, and hemicellulose after hydrothermal SCW pretreatment

Lignocellulosic 
Waste

Lignin
(%)

Cellulose
(%)

Hemicellulose
(%) References

Rice straw 12 12 -16 Wang et al. (2018a)
Rice straw 29.4 46.4 NS Xiang et al. (2021)

Wheat straw 7 10 14 Tian et al. (2020)
Cocoa pods 8 10 -0.38 Antwi et al. (2019)

OFMSW 17.9 NS -43.5 Dasgupta and  
Chandel (2019)

Note. NS: Not Stated, OFMSW: organic fraction of municipal solid waste: reduction in the content, Changes 
extracted based on the optimal parameter set that gives the highest biogas production. 

Potential Inhibitors

Depending upon SCW pretreatment conditions, the inhibitory compound may be formed 
from the hydrolysis of lignocellulosic biomass during the pretreatment. The formation of 
refractory inhibitors could inhibit methanogenesis and contribute to low biogas production. 
In addition, pretreatment could change the properties of the substrates through esterification, 
caramelization, or Maillard reaction, which causes nutrient loss and formation of toxic 
melanoidins and inhibitors, thus affecting the substrate’s biodegradability and anaerobic 
digestion process (Carrere et al., 2016; Meegoda et al., 2018; Wenjing et al., 2019). Via 
Maillard reaction, sugars and amino acids are concurrently generated through hydrolysis 
and produce compounds such as pyrroles, pyridines, and other compounds containing 
nitrogen cyclic organic components. These compounds also act as free radical chain 
reaction inhibitors and scavengers often associated with biogas production at SCW (Toor 
et al., 2011). 

It was also reported that at the higher reaction temperature, the Maillard reaction occurs 
with the generation of Maillard products, and the SCW pre-treated biomass changed from 
dark brown to black coloration due to this reaction (Dasgupta and Chandel, 2019; Tampio, 
2016; González et al., 2014). Park et al. (2017) reported that the brown color of the pre-
treated samples proved the presence of anaerobic digestion inhibitory compounds such 
as Amadori and melanoidins at temperatures of 200°C and 220°C. Furans (furfural and 
HMF) are refractory inhibitors during anaerobic digestion formed during the degradation of 
hemicellulose to monosaccharides, oligosaccharides, and monomers (Dasgupta & Chandel, 
2019). Depending on the availability and concentration levels throughout the anaerobic 
digestion process, compounds such as phenols, organic acids, and furans can potentially 
be process inhibitors (Prado et al., 2014; Wang et al., 2018a). 
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Table 4 shows the concentration of inhibitory compounds from hydrothermal SCW 
pretreatment from various substrates. The inhibitory levels of HMF and phenolic acid 
were reported to be at 3 g/L and 10 g/L, respectively, according to López González et 
al. (2014). Furfural is more lethal than 5-HMF due to its low molecular weight, which 
assists in easy access to the microbial cell membrane (Ahmad et al., 2018). In an anaerobic 
environment, HMF and furfural are mostly transformed to furan dimethanol, and furfuryl 
alcohol, respectively, while respiratory metabolism produced furonic acid from furfural. The 
concentration of furfural and 5-HMF in SCW pre-treated slurry increased with temperature 
(Tian et al., 2020). The inhibition of both compounds is often significant at a temperature 
higher than 160°C (Timung & Goud, 2018). Phuttaro et al. (2019) reported the formation 
of 5-HMF and furfural when pre-treated the substrates at 200°C, significantly inhibiting 
methanogenesis. 

Table 4
The inhibitory compound from hydrothermal SCW pretreatment from various substrates

Substrates
Pretreatment 
Temperature

(℃)

Furfural
(g/L)

5-HMF
(g/L)

Maillard 
Reaction References

Wheat straw 175 4.1 2.9 NS Tian et al. (2020)

Rice Straw 210 ND 2.3 NS Wang et al. 
(2018a)

Press Mud 210 2.3 0.3 Yes González et al. 
(2014)

Sugarcane 
bagasse 290 10 1.37 NS Prado et al. (2014)

Sugarcane 
bagasse 213 2.84 0.47 NS Prado et al. (2014)

Rice Straw 180 0.13 0.04 NS Xiang et al. (2021)
Note. NS: Not Stated

Challenges

The SCW pretreatment for lignocellulosic biomass appears with challenges. The production 
and generation of methanogenic inhibitors such as furfurals and HMFs are the most 
common challenges related to SCW pretreatment. Various studies reported HMF and 
furfural inhibition when dealing with elevated temperatures. Common inhibitors such as 
furan aldehydes, weak acids, and phenolic compounds are the most common fermentation 
and enzyme inhibitors (Ahmed et al., 2019). The reduction of the concentration and 
detoxification of these compounds is crucial before being subjected to anaerobic digestion. 
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Numerous physical, chemical, and biological methods, combined with those pretreatments, 
have been suggested to eliminate the inhibitors. The removal and detoxification approaches 
including extracting, evaporating, over-liming, pH adjustment, adsorption, and ion 
exchange of those compounds are some of the approaches conducted by former studies to 
remove these inhibitors (Malav et al., 2017; Wang et al., 2018b).  

Removal of inhibitory compounds and giving a higher yield of available convertible 
sugar can be achieved by various chemical detoxification processes, however, these methods 
may contribute to high industrial costs, waste production, and wastage of fermentable 
sugars (Ahmed et al., 2019). Over 90% of the inhibitors, including weak acid, HMF, and 
furfural, were removed using ozonation (Rosen et al., 2022). Removal of inhibitors using 
nanofiber hybrid hydrogel beads provides an effective and practical method for removing 
inhibitors from lignocellulosic hydrolysates (Sun et al., 2022). According to the authors, this 
detoxification strategy removes the inhibitors and can also retain glucose and xylose. The 
loss of monosaccharides often occurs when dealing with inhibitory compound removals. 
Thus, this strategy might be useful to be extended since, according to the study, only 
6.3% and 8.2% of glucose and xylose loss during the process, respectively. A comparison 
between nanofiltration and reverse osmosis for removing the inhibitory compound revealed 
that reverse osmosis membranes are better than nanofiltration membranes, especially 
for retaining monosaccharides (Wang et al., 2018b). Thus, extensive research should 
be conducted to remove the inhibitory compound formed during the SCW pretreatment 
process. The removal and detoxification method should be carefully selected to avoid 
wasting fermentable sugars and monosaccharides from the lignocellulosic biomass.

CONCLUSION

Based on a review regarding SCW pretreatment for agricultural wastes for anaerobic 
digestion, the SCW pretreatment efficiency is reliant on the characteristic of feedstocks—
predominantly its composition, including lignin, cellulose, and also hemicellulose. SCW 
pretreatment is considered environmentally friendly on account of water usage as a 
pretreatment solvent. They promote structural breaking to help facilitate hydrolysis and 
can apply to a broad range of lignocellulosic waste. However, high lignocellulosic content 
needs a severer pretreatment, and these methods can give an impact on anaerobic digestion 
if not properly implemented. Thus, more extensive research should be conducted to test 
the efficacy of this SCW on a wide range of lignocellulosic waste for biogas enhancement. 
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ABSTRACT
Developing countries are undergoing rapid urbanisation to fulfil the high demands of 
incremental population growth, construction, and development. Excessive development 
has negative impacts on biodiversity by altering or destroying habitats. However, each bird 
species may respond differently to habitat alteration. Therefore, this study was conducted 
to determine the distribution of urban bird species in metropolitan cities and nearby areas 
in Peninsular Malaysia. The main objective of this study was to determine the distribution 
patterns of six aesthetically valuable urban bird species (Black-naped Oriole [Oriolus 
chinensis], Yellow-vented Bulbul [Pycnonotus goiavier], White-throated Kingfisher 
[Halcyon smyrnensis], Pink-necked Green-Pigeon [Treron vernans], Coppersmith Barbet 
[Psilopogon haemacephalus] and Common Iora [Aegithina tiphia]) in Greater Kuala 
Lumpur (the Klang Valley region) using observations from a citizen science (eBird) 
database. We mapped species abundance throughout the focal area using ArcGIS and 
analysed the data using Minitab. Three urban bird species dominated, with the highest 
number of observations recorded: Yellow-vented Bulbul (46.59%), Pink-necked Green-
Pigeon (19.25%), and Black-naped Oriole (13.00%). While, the Coppersmith Barbet 
had the lowest recorded observations (2.76%). Species abundance differed significantly 
across the study region (F=5.12, p<0.05), with the studied species’ occurrence increasing 

as green spaces increased. Such dynamic 
mapping is crucial for better understanding 
the mechanisms of the persistence of urban 
biodiversity. We suggest creating more 
green areas and planting roadside trees to 
provide green corridors within cities to help 
sustain urban biodiversity. 

Keywords: Citizen science data, distribution, green 

space, Malaysia, metropolitan city, urban birds
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INTRODUCTION 

Urban populations in developing countries increased from 286 million in 1950 to 
2,251 million in 2000 (Yaakob et al., 2010), and 79.7% of the world’s population lives 
in developing countries in Southeast Asia, such as Malaysia (United Nations, 2019). 
Urbanisation is a multidimensional process that is influenced by rapid transformations in 
the human population in an area, where land-use changes and population transitions can 
cause a complex habitat mosaic and have significant impacts to varying degrees on the 
environment (Brush, 2016). For example, rapid forest exploitation during urbanisation 
transforms green areas into residential, commercial, and recreational areas. 

Urbanisation and sub-urbanisation, which have become the latest universal trends in 
the rapid development phase, have negative impacts, either directly or indirectly, on the 
environment and the ecological dimension of sustainable development (Sandström et al., 
2006). Increased levels of urbanisation can result in the decline in arthropods, amphibians, 
mammals, reptiles and birds due to habitat loss. On the other hand, the reduction in the 
quality of the remaining habitats due to the replacement of green areas by built-up areas 
exacerbates the effects of disturbance on animals (Marzluff & Ewing, 2001; McKinney, 
2008). Approximately 60% of bird studies considering species richness generally show 
declining richness with increasing urbanisation (Chace & Walsh, 2006; Marzluff, 2001). 

However, urbanisation can also benefit avian biodiversity due to the ability of certain 
species to adapt to cities. Not all species are potentially susceptible to urbanisation-induced 
fragmentation (Callaghan et al., 2019; Kark et al., 2007). In general, bird species may 
show different responses to urbanisation which can be influenced by both intrinsic and 
extrinsic landscape elements in the urban environment (Callaghan et al., 2018). In addition, 
some species may have special traits that allow them to adapt to uncertain environments, 
potentially resulting in ecological inheritance through trait distributions filtered by the 
environment (Odling-Smee et al., 2013; Webb et al., 2010). 

Birds are the ideal subjects to study the effects of habitat fragmentation and landscape 
change as they are easily identified, clearly visible and sensitive to land-use changes 
(Hensley, 2018; Mansor et al., 2011; Nasruddin-Roshidi et al., 2021). Birds are also often 
clearly visible to the public in the city, and their presence is highly anticipated by most 
visitors to urban parks (Jasmani et al., 2017). Moreover, birds are ecologically highly 
diverse and show different responses to urbanisation according to the specific ecological 
traits of each species (Sol et al., 2013). Likewise, an avian group’s life history and ecological 
characteristics are more competent than other vertebrate groups. 

Urban birds tend to be common species, most of which are found near human settlements 
since they can tolerate human disturbance due to their ability to adapt and survive and 
reproduce (Idilfitri & Mohamad, 2012). Urban birds could find alternatives to nesting 
sites and search for food within human-occupied areas. Urbanisation favours common 
species of avian omnivores, insectivores, granivores and frugivores. Bird communities 
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can be categorised into three groups along an increasing urbanisation gradient: ‘urban 
avoiders’ living outside the city; ‘suburban adapters’ that live in areas with a moderate 
level of urbanisation; and ‘urban exploiters’ that live surrounded by buildings and roads 
in the most developed areas (Blair, 1996). 

Citizen science data can be used to collect large amounts of bird occurrence data in 
a number of habitats and locations over the long term (Callaghan & Gawlik, 2015). In 
this study, we used citizen science data from the online database eBird (https://ebird.org/
home) to examine the distribution of six aesthetically pleasing urban bird species: Pink-
necked Green-Pigeon (Treron vernans), White-throated Kingfisher (Halcyon smyrnensis), 
Coppersmith Barbet (Psilopogon haemacephalus), Black-naped Oriole (Oriolus chinensis), 
Common Iora (Aegithina tiphia), and Yellow-vented Bulbul (Pycnonotus goiavier) in 
Greater Kuala Lumpur (Klang Valley). These six species are common colourful birds 
and have aesthetic value for urban biodiversity. The selected six bird species in the 
study are categorised as Least Concern in the IUCN Red List of Threatened Species and 
have conservation values toward urban ecosystems. We excluded abundant, feral, and 
introduced/invasive species such as the Eurasian Tree Sparrow (Passer montanus), Asian 
Glossy Starling (Aplonis panayensis), Rock Pigeon (Columba livia), House Crow (Corvus 
splendens), Peaceful Dove (Geopelia striata), Common Myna (Acridotheres tristis) and 
Javan Myna (Acridotheres javanicus), as well as swifts and swallows. Abundant, feral, and 
introduced/invasive species were excluded to reduce the bias in citizen science datasets 
because these factors can lead to an increase in the number of records by casual observers. 

MATERIALS AND METHODS

Study Area

Malaysia consists of two regions, Peninsular Malaysia and Malaysian Borneo. Peninsular 
Malaysia comprises 11 of the 13 states of the country, including two of the three federal 
territories (Federal Territory of Kuala Lumpur and Federal Territory of Putrajaya). This 
study focused on the Central Region of Peninsular Malaysia (the Klang Valley region) 
comprising Kuala Lumpur, Putrajaya, and all Selangor districts except Kuala Langat, 
Kuala Selangor, Sabak Bernam and Hulu Selangor. Selangor is a metropolitan state that 
surrounds the two federal territories with a 6.56 million population (Figure 1). Kuala 
Lumpur is Malaysia’s capital and largest metropolitan city, with a population of 1.808 
million. Putrajaya is a planned city and the federal administrative centre of Malaysia with 
91,900 population. Greater Kuala Lumpur has experienced rapid population growth and 
urbanisation, which has led to drastic changes in the landscape, with green space replaced 
by concrete infrastructure and high-rise developments. However, in Putrajaya, a large 
proportion of the land has been designated as a green space, with some artificial landscapes 
that consist of wetland parks, parks, roads, and green connectors. 
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eBird Data

We used the online citizen science database eBird (https://ebird.org/home) easily accessible 
and used by researchers worldwide. eBird provides over 180,000 locations across the globe 
in a format that is accessible at any time. Observations data of the study bird species were 
downloaded to examine their distribution patterns in the metropolitan–urban–suburban 
region, particularly in Kuala Lumpur, Selangor, and Putrajaya. The dataset obtained from 
eBird provided all validated observations that consisted of observation dates, observer’s id, 
specific locations, coordinates, and observation counts. The downloaded data were filtered 
to obtain only ‘complete’ checklists for inclusion in the study. The checklist of species was 
defined as ‘complete’ if ‘stationary,’ ‘travelling,’ or ‘exhaustive’ protocols were followed 
(Sullivan et al., 2014). We analysed the abundance and populations of the six bird species 
in the selected regions to identify differences in distribution patterns between urban and 
suburban areas.

Figure 1. Map of Peninsular Malaysia (left) and the three areas selected for study—Selangor, Federal Territory 
of Kuala Lumpur, and Federal Territory of Putrajaya.
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Data Analysis

In order to address estimated position error, all distribution data for the year 2020 were 
analysed using ArcGIS 10.8 to ensure that the occurrences were within 100 m of the 
border of the study region. Distributions outside the study area were omitted. The Kernel 
Density tool was used to determine the density and distribution pattern of the urban bird 
species studied across Greater Kuala Lumpur. Kernels were analysed with a UTM Zone 
48N projection at 1 km resolution. The Arc Toolbox was used to generate kernel estimators 
through Point Density in the Spatial Analyst Tools, and the data were processed in the 
same layer as the study area map. Kernel output was stretched using a histogram equaliser 
and resampled with the bilinear interpolation technique to enhance the appearance and 
smoothness of the raster data. The data were normally distributed (determined by inspection 
with quantile–quantile plots and the Shapiro–Wilk test). Species abundance was analysed 
with ANOVA in Minitab 19 software. 

RESULTS AND DISCUSSION 

A total of 5,538 occurrences of the urban bird species considered in this study were recorded 
across Greater Kuala Lumpur in 2020 in eBird (Table 1). Observations in 2020 suggest that 
three urban bird species, with the highest number of observations, were dominant in Greater 
Kuala Lumpur: the Yellow-vented Bulbul with 2,580 observations (46.59% of the total 
number of observations); Pink-necked Green-Pigeon with 1,066 observations (19.25%); 
and Black-naped Oriole with 720 observations (13.00%). In contrast, the Coppersmith 
Barbet had the lowest observations, with only 153 (2.76%). 

Table 1
Occurrence of six urban bird species in 2020

Bird species Occurrence Percentage (%)
Yellow-vented Bulbul 2580 46.59

Pink-necked Green-Pigeon 1066 19.25
Black-naped Oriole 720 13.00

White-throated Kingfisher 552 9.97
Common Iora 467 8.43

Coppersmith Barbet 153 2.76

All six species were concentrated in the west and southeast, outside the Kuala Lumpur 
region (Figure 2), with each species’ distribution varying across Greater Kuala Lumpur 
(Figure 3). Species abundance significantly differed across regions (F = 5.12, p < 0.05). 
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Figure 2. Distribution of the six urban bird species in Greater Kuala Lumpur in 2020

This study shows that the occurrence of the bird species studied increased with 
increasing distance from the Kuala Lumpur metropolitan centre. Urban birds are commonly 
found in open areas, residential areas and urban parks (Yusop et al., 2021). The green 
landscapes of Selangor include urban parks and street trees, which provide bird nesting and 
foraging opportunities (Mansor & Ramli, 2017; Zhou et al., 2012). Many new townships 
and developments in Selangor have allocated green areas that provide bird habitats (Puan 
et al., 2019). Urban birds make nests in trees and high-development areas (Seress & Liker, 
2015). They show less intraspecific competition for food and habitats due to their high 
resistance to environmental tolerance and ability to develop niches in green areas since 
they have a broader geographic range size (Mohd-Taib et al., 2014; Palacio, 2020). The 
shape and size of the urban park also play an important role in supporting biodiversity and 
ecological functions (Jasmani et al., 2017). Medium- and small-sized green areas show 
higher rates of biotic relaxation than large-sized gardens, which have a high potential to 
provide nesting sites (Chaiyarat et al., 2019), indicating that habitats surrounding parks and 
street trees are crucial. The extent to which parks provide nesting sites is also determined 
by physical factors and anthropogenic disturbance (Aziz & Rasidi, 2013). The more 
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complex and heterogenous the vegetation, the higher the diversity of faunal species is in 
a given location (Mohd-Taib et al., 2014). Abundant green space in urban areas and sites 
connected by waterbodies and street trees enhances animal diversity (Puan et al., 2019). 
Therefore, including green areas in the city is crucial to maintaining urban bird diversity.

Kuala Lumpur has undergone drastic development over the past three decades to 
become one of the top 20 cities in the world by 2020 (Puan et al., 2019) estimated 2, 436 
ha covered by the area of greenspace (Akmar et al., 2011), coupled with the lack of green 
spaces, has contributed to the low occurrence of urban birds in the city. The scarcity of green 
spaces and a high level of human activities in the metropolitan city limit the availability 

Figure 3. The density of the six urban bird species in Greater Kuala Lumpur in 2020: a) Pink-necked Green-
Pigeon; b) White-throated Kingfisher; c) Coppersmith Barbet; d) Black-naped Oriole; e) Common Iora; and 
f) Yellow-vented Bulbul.



Pertanika J. Sci. & Technol. 31 (2): 1035 - 1046 (2023)1042

Aminah Madi, Fatihah Najihah Arazmi, Shukor Md. Nor and Mohammad Saiful Mansor

of nesting sites and foraging opportunities, leading to a higher likelihood of urban birds 
preferring the outskirts. The increased size of city parks creates greater niche space for 
birds, resulting in higher habitat diversity and greater resource availability (Jasmani et al., 
2017; Mansor et al., 2015). Other factors such as tree abundance, cleanliness, noise, human 
presence and traffic also affect urban biodiversity (Wilson et al., 2015). These factors impact 
the abundance and distribution of bird species in a given area depending on the current 
level of adaptation and niches that determine species survival. 

The Yellow-vented Bulbul was the most abundant urban bird species in Greater Kuala 
Lumpur. However, it was highly different in number between Selangor (n=2503) and 
Kuala Lumpur (n = 169), indicating that population density may decline in metropolitan 
cities. Wells (2007) reported a decline in the population density of this bulbul species in 
Greater Kuala Lumpur. Without considering highly abundant or introduced species (e.g. the 
Eurasian Tree Sparrow, Peaceful Dove, Common Myna, Javan Myna and House Crow), the 
Yellow-vented Bulbul is considered among the most abundant urban bird species (Aida et 
al., 2016; Jasmani et al., 2017; Karuppannan et al., 2014; Puan et al., 2019). This bulbul is a 
widespread species found in almost all habitats except deep forests, ranging from mangrove 
forests to secondary forests, from farmland to plantations, and from the suburbs to the city. 
Urban areas consisting of open spaces, gardens, wetlands and vegetation are advantageous 
to urban birds that can adapt and find high levels of food (Idilfitri et al., 2014). Therefore, 
introducing a green corridor linking forested areas, street trees, gardens, and parks are 
important to ensure the survival of urban birds, such as recreational areas, cultural spaces 
and sports facilities for essential urban walking. A wide range of diets, including insects, 
carcasses, flowers, nectar, and fruits, guarantees their adaptation and population success. 

Other abundant aesthetically valuable urban bird species in this study were the Pink-
necked Green-Pigeon and Black-naped Oriole, probably due wide range of diets. Yellow-
vented Bulbul and Black-naped Oriole are omnivores that eat insects and fruits due to 
the presence of figs (e.g. Ficus benjamina). Meanwhile, the Pink-necked Green Pigeon 
is a frugivore that seeks to eat fruit trees, shrubs and fruits from the palm trees (e.g. the 
Macarthur palm [Ptychosperma macarthurii]), which provide food and nesting places 
in the city along roadsides and parks (Malaysia Biodiversity Information System, 2021; 
Idilfitri et al., 2014; Jasmani et al., 2017). The wide range of diets for birds can influence 
the richness of urban bird species. Furthermore, these bird species are important in urban 
ecosystems because they are seed dispersers. 

The important criteria of urban bird species are their ability to adapt to high-risk areas 
and proximity to human habitation when searching for food and alternative nesting sites 
(Daud et al., 2022; Idilfitri & Nik, 2012). According to (Moller, 2009), urban bird species 
have higher breeding rates than rural species due to their capacity to adapt to various 
conditions and use different sources of nutrition as needed. For example, the Pink-necked 
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Green Pigeon has successfully adapted to all types of urban and rural habitats, green 
areas in cities and urban parks (Malaysia Biodiversity Information System, 2021); it also 
favours swamps, mangroves and in-shore islet habitats (Wells, 2009). Aida et al. (2016) 
reported that most rural bird species have also adapted to the urban environment due to the 
suitability of urban centres that provide shelter similar to that found in rural areas resulting 
in the presence of similar trees and immensity of the green areas covered in those areas. 

Among the six species studied, the Coppersmith Barbet has the lowest number of 
records in e-Bird. Its behaviour of foraging alone, in small groups or pairs, foraging in 
tree canopies for fruits and insects such as termites in cities may contribute to this result. 
Furthermore, the size of the bird may also contribute to the small number of records. 
Smaller birds and forage high in the canopy are more likely to be neglected by the public 
and birdwatchers compared to larger birds and lower-canopy foragers. The Yellow-vented 
Bulbul, Pink-necked Green-Pigeon and Black-naped Oriole have a larger body size of 20–32 
cm compared to the Coppersmith Barbet, which is 16–17 cm in size. However, despite 
these factors, the great difference in the number of abundant species, coupled with the 
presence of invasive species such as crows and mynas, may lead to the instability of rare 
species and, consequently, reduce the likelihood of their survival in the future (Arazmi et 
al., 2022). Additionally, the predator-prey relationship, fertility, and territorial behaviour 
of this species may cause naturally occur in lesser numbers of species abundance. 

CONCLUSION

Detailed analysis based on citizen science data, such as those recorded in eBird, can provide 
useful results and a reference to multiple stakeholders, such as town planners, developers, 
sociologists, economists, and conservationists, for effective urban planning and urban 
biodiversity management. City spaces and green areas are important in providing habitats 
for urban birds and are a central component of the urban ecosystem. In order to sustain 
urban biodiversity, parks in metropolitan cities should be improved by planting suitable 
trees and shrubs, green areas, such as gardens and parks, and roadside trees should be 
maintained to serve as a green corridor. 
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ABSTRACT

The magnificent features of flexible plate structure, including lightweight and high-
speed response, resulted in additional market demand, especially in the automotive and 
manufacturing industries. Nevertheless, the structure may incur structural damage and 
performance degradation when the system encounters excessive vibration. Therefore, 
a system identification approach utilising a metaheuristic algorithm via crow search to 
develop a horizontal flexible plate (HFP) model for vibration control is introduced in 
this paper. Crow search (CS) is a modern algorithm inspired by a crow’s intellectual 
operation to store additional food and memorise the food storage location. In this study, 
CS is employed to optimise the objective function, which is the mean squared error for 
accomplishing a precise predicted model in replicating the dynamic response of the actual 
structure. Hence, the preliminary action for modelling using this approach is designing and 
fabricating an HFP rig for experimentally gathering the real input-output vibration data. 
After that, the mathematical modelling utilising the CS algorithm was implemented using 
a parametric model structure. Finally, the best-fit model is chosen for the representation of 
the HFP based on the lowest mean squared error, correlation test within a 95% confidence 

level and stability in a pole-zero plot. 
The simulation result reveals that the CS 
algorithm with a second-order estimated 
model accomplished a minimum MSE of 
1.1168 × 10-5, an unbiased correlation test 
and excellent stability for the HFP structure.

Keywords: Active vibration control, crow search, 

flexible structure, metaheuristic, modelling, swarm 

intelligence algorithm, system identification 
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INTRODUCTION

The effectiveness of a system is always a major concern in an industry, especially when 
a precise and ample output is needed. Since the 1760s, structures like plates, beams, 
manipulators and shells have been extensively used to build machinery and other facilities 
for manufacturing goods. Many human safety and health issues have been recorded in this 
era as a result of the exploitation of people and animals to perform economic activities 
for nearly 16 hours per day (Mohajan, 2019). Furthermore, their lives have been put in 
jeopardy as a result of the massive equipment and rigid structures that they handle. 

To date, the government website also has several incidents involving heavy equipment. 
For instance, on the official website of Malaysia’s Department of Occupational Safety and 
Health (DOSH), two cases resulting in death because of being hit by heavy equipment 
were registered in February 2019 (Ministry of Human Resources, 2021). In addition, 
site cleanliness has become a top priority, as large machinery requires a huge amount of 
lubricant to keep it cool and minimise friction between collided metal pieces, increasing 
the machine’s operating hours. Moreover, according to Mamuda and Mukhtar (2017), 
fossil fuel-based lubricants influence the climate. 

The use of fossil fuel lubricant dates to the first industrial revolution and continues 
to this day. However, because of its widespread usage in various industries, including 
transportation, the source of the lubricant is gradually diminishing (Nagendramma & Kaul, 
2012). The rise in fatal cases concerning rigid structures and the reduction of non-renewable 
sources has prompted the growth of facilities and industries employing renewable energy 
and flexible structure.

Flexible structure, also known as a thin and light structure, has received prominent 
interest from researchers owing to its numerous advantages (Yatim et al., 2013; Hou, 
2018). Nevertheless, the continuous vibration exerted on flexible structures such as plates, 
manipulators and shells is a crucial issue in the industry. The system efficiency would 
deteriorate, ultimately leading to total failure, especially when the resonance occurs 
(Mohammed et al., 2019). This issue has gotten considerable attention in the research 
sector, particularly in the control and system department. 

Most researchers did not want to abandon the structure mentioned above because 
it has been proven to contribute to economic growth and meets social demands in the 
future (Agarwal & Agarwal, 2017). As a result, various control techniques for vibration 
suppression in the system have been identified. However, PID controller is the most 
prominent industry because of their mobility, less energy usage and require small actuator 
(Pedro & Tshabalala, 2015). For instance, the implementation of PID controllers has been 
introduced in autonomous joint dental and flexible systems by Matin et al. (2016) and 
Tavakolpour et al. (2011). 
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Although PID controllers have been extensively used in a research area, their 
effectiveness is often criticised by industry, especially for the non-linear system, due to 
the uncertainty aspect that the system influences, such as excessive payloads and changes 
in the operating environment (Visioli, 2012; Nayak & Singh, 2015). Besides that, Rao et 
al. (2016) stated that the nonlinearities of a system are mainly caused by the failure to 
obtain an exact model, consequently affecting the controller’s accuracy. Therefore, most 
researchers concentrate on modelling methods before the development of the controller.

Nowadays, scholars have recently focused their study on system identification via 
swarm intelligence algorithm (SIA) to model a system and solve optimisation problems, 
including sparse signal reconstruction, sensor characteristics, and seismic response output 
(Erkoc & Karaboga, 2021; Jiang et al., 2021; Tsipianitis & Tsompanakis, 2021). SIA was 
motivated by a group of animal and biological interactions allowing them to survive by 
securing food and hunting prey. Harmony search (HS), genetic algorithm (GA), particle 
swarm optimisation (PSO), and sheep flock optimisation (SFO) are some examples of 
SIA employed in the research sector (Gheisarnejad, 2018; Kivi & Majidnezhad, 2021; 
Khairuddin et al., 2014). 

The remarkable benefits of this optimisation approach have also stimulated the interest 
of researchers in modelling a flexible structure. Hadi et al. (2013) applied PSO in modelling 
a horizontal flexible plate system. They successfully attenuated the first mode of vibration 
by 34.37 dB. In addition, Hadi and his coworkers employed an artificial bee colony (ABC) 
to determine the real characteristic of the flexible plate (Hadi et al., 2014). Furthermore, 
Eek et al. (2016) and Yatim et al. (2013) have chosen PSO and ABC to develop flexible 
beam and manipulator structures, respectively. The results indicate a substantial reduction 
in vibration after the transfer function from the developed model is deployed in the PID 
controller. 

Many topics leveraging various SIA techniques have been published, all of which have 
yielded outstanding performances, as outlined above. However, one of the disadvantages 
of an optimisation algorithm is that a lot of parameter setting will lead to time-consuming 
(Majhi et al., 2020). According to Majhi and his co-investigator, PSO and ABC required 
4 tuning parameters, whereas GA needed 6 (Majhi et al., 2020). A new approach based 
on nature-inspired, namely crow search (CS), has been proposed by Askarzadeh (2016). 
CS own the same benefit as other global algorithms capable of solving the optimisation 
problem. Unlike PSO, ABC and GA, which require 4 to 6 tuning parameters, CS, on the 
other hand, is only dependent on two variables, flight length and awareness probability 
(Hussien et al., 2020). These two parameters are used to find the optimal solution. 

The purpose of this work is to utilise the CS technique to identify a horizontal 
flexible plate structure. Prior to that, a simulation environment that characterises non-
linear characteristics of the horizontal flexible plate structure is developed using a system 
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identification strategy. Initially, input-output vibration datasets are collected experimentally. 
The dataset acquired is then employed to develop CS-based identification. The responses 
were extracted in both time and frequency domains. The effectiveness of the developed 
model also will be validated using correlation tests, pole-zero maps and mean squared 
error. In addition, this research contributed to modelling a flexible plate structure using a 
metaheuristic approach via the crow search algorithm.

MATERIALS AND METHODS

Experimental Setup

The input-output vibration datasets of horizontal flexible plate structures are collected 
using the experimental setup conducted by the previous researcher, as illustrated in Figure 
1 (Hadi et al., 2014). The boundary condition of the horizontal flexible plate structure 
has been modelled with all clamped edges. In this experiment, the flexible structure was 
mounted in the horizontal plane to let it vibrate vertically. The vibration responses were 
acquired using the NI data acquisition (DAQ) system through a completed experimental 
rig with sensors and actuators mounted on a square, flat and thin aluminium plate with 
dimensions of 0.7 m X 0.7 m X 0.001 m. Table 1 outlines the detailed specifications of the 
flexible plate employed in this study. 

The information flow in DAQ is divided into a few steps. Initially, an actuation force 
was generated at the excitation point on the test structure by a magnetic shaker positioned 
1 cm parallel to a circular shape permanent magnet. Next, the excitation on the plate was 
done by a generation of sine wave force produced using a magnetic shaker linked with a 
function generator and power amplifier. Then, the acceleration signal is sensed using two 
pieces of a piezo-beam type accelerometer to represent the vibration of the flexible plate. 
Next, the accelerometers were installed at two separate locations: detection and observation 
points. After that, the accelerometers were directly attached to the data acquisition system, 
which was embedded inside the computer. Finally, utilising specialised software, the 
collected input-output vibration data were processed, analysed, stored and displayed.

Figure 1. Horizontal flexible plate rig employed in the experiment a) signal conversion using data acquisition 
system, b) bottom view of the plate (Hadi et al., 2014)
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Table 1
The detailed specifications of the flexible plate employed in this study (Hadi et al., 2014)

Parameters Value
Length, L 0.7 m
Width, w 0.7 m

Thickness, t 0.001 m
Poison ratio, v 0.3

Density, ρ 2.17 X 103 kgm-3

Modulus of elasticity, E 7.11 X 1010 Nm-2

Moment of inertia, I 5.1924 X 10-11 kgm2

System Identification

Parametric identification was conducted in this research using a linear ARX model structure. 
In addition, the crow search algorithm (CSA) was utilised as an optimisation technique.

Model Structure. The development of a satisfactory model of the structure can be 
obtained through a relationship between the input and output of the system. Therefore, 
it is crucial to obtain an adequate order and parameters for the model that closely fits the 
input-output data acquired from the experiment to meet this purpose. The Equation 1 of 
this relationship for the ARX model in zero-order hold can be expressed as:

[1]

while A(z-1) and B(z-1) denoted as

where y(t) and u(t) depicted the signal input and computed output, respectively with t = 
1, 2, 3, …., N. The z-1 is indicated as the backshift operator, a1 ... an and b1 ... bn are the 
model parameters, and n is an order of the model. The system parameters that need to be 
predicted are given by polynomials A(z-1) and B(z-1).  

The optimisation is based on the mean squared error (MSE) of the difference between 
real and approximate output, which is described in Equation 2:

[2]



Pertanika J. Sci. & Technol. 31 (2): 1047 - 1067 (2023)1052

Aida Nur Syafiqah Shaari, Muhamad Sukri Hadi and Abdul Malek Abdul Wahab

y(i) and are measured and estimated outputs, respectively, and S is the sample 
size. The important aim of system identification is to predict the optimum model parameters 
that meet the objective function, which in this research is MSE minimisation. Hence, the 
model development of a horizontal flexible plate structure was obtained by utilising CSA 
as an optimisation strategy. 

Crow Search. The crow search algorithm is a global optimisation approach inspired by 
crow behaviour, which can be used to find the minimum value of mean squared error. 
Crows are among the most sophisticated birds, with the largest brain-to-body ratio. They 
have distinct characteristics, such as self-awareness and the ability to create tools. They 
employ tools to recognise their hidden food location for a period. Each crow pursues the 
hidden food supply of another crow and steals it while the owner is away. As a result, 
every crow takes precautionary measures to secure its food in the best possible location.   

Askarzadeh recommended the comprehensive approach following the four basic 
principles outlined below (Askarzadeh, 2016);

• Crows gather in a cluster, and the population size is defined as flock size, N.
• Crows remember the location of their hiding spot and store it as memory, m. 
• Crows choose and follow one of the other crows in the swarm to steal their food. 
• Crows protect their food from being stolen by probability.

Implementation of CS Algorithm to Develop an HFP
The utilisation of the CS algorithm for model development of the horizontal flexible plate 
structure is discussed as follows (Askarzadeh, 2016).

Stage 1: Problem initialisation and setting parameters. Initially, the optimisation 
problem and decision variable are defined. The decision variable in this study refers 
to the number of parameters needed in the ARX structure, where the number is twice 
the value of the model order. For instance, if the model order is fixed to 2, the problem 
dimension is 4. The problem dimension consists of parameters that can be addressed as 
a1, a2, b1 and b2. These values will then be expressed in a transfer function, reflecting 
the real characteristics of the horizontal flexible plate structure. After that, the adjustable 
CSA parameters, including flock size (N), awareness probability (AP), flight length (fl), 
lower (LB) and upper boundaries (UB) and a maximum number of iterations (itermax), are 
valued. The crows’ exploration range in obtaining the possible solution is lower and upper 
boundaries. For example, if the [LB, UB] ϵ [-4, 4], hence, the crows will explore from the 
lower bound, LB  = -4 and UB = 4.

Stage 2: Initialisation of crows’ position and memory. The location of the crows is 
specified randomly within the stated range. The values were obtained randomly by using 
Equation 3: 
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[3]

where xij is a number of flocks representing the possible solution within the lower and upper 
boundary at a random value between 0 and 1, denoted as rand in the equation. Each crow 
embodies a possible solution to the problem. Equation 4 denotes the matrix structure of 
each crow position in a dimensional search space resulting from the calculated value using 
Equation 3 (Askarzadeh, 2016). 

[4]

After that, a memory of the crow is initialised. The initial values of the memory are 
the same as the current position as they have no prior experiences. Equation 5 shows the 
matrix form of memory in a dimensional search space (Askarzadeh, 2016). 

[5]

The numerical examples in this stage can be illustrated as follows:
Number of maximum iterations, itermax = 10,
Flock size, N = 5,
Awareness probability, AP = 0.1,
Flight length, fl = 2, 
Lower boundary, LB = -4,
Upper boundary, UB – 4,
Model order, mo = 3,
Number of parameters in ARX structure, para = 6 (a1, a2, a3, b1, b2, and b3) – Decision 
variables

In this situation, each parameter consists of the same lower and upper bounds, which 
are -4 and 4, respectively. Therefore, if a1 = a2 = a3 = b1 = b2 = b3 = [-4, 4], and let rand11(0,1) 
= 0.3124, rand12(0,1) = 0.7124, rand13(0,1) = 0.1323, rand14(0,1) = 0.5512, rand15(0,1) = 
0.8931 and rand16(0,1) = 0.9111, then each individual representing the initial position are 
calculated using Equation 3 as:
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For a1 ϵ [-4, 4]

For a2 ϵ [-4, 4]

For a3 ϵ [-4, 4]

For b1 ϵ [-4, 4]

For b2 ϵ [-4, 4]

For b3 ϵ [-4, 4]

The calculation above only reflects the first flock and is repeated with subsequent 
flocks (in this example, the calculation is repeated 5 times with different random numbers). 
These values can be presented in the matrix structure as denoted in Equation 4. For the 
numerical example, the values for the first flock are displayed in the first column of the 
matrix. In addition, since the memory at the initial phase is the same as the position of the 
crows’ value, therefore, 

=

Stage 3: Evaluation of fitness function. The reliability of each crow’s location is calculated 
by integrating the decision variable values into the objective function. In this study, the 
objective function is to find the minimum values of MSE. As a result, by inserting the 
values into Equation 2, the fitness function for each flock is calculated and compared. The 
flock with the lowest values among the 5 flocks is selected as fmin. For example, if each 
fitness function is obtained for a crow shown in Table 2, the current best solution is found 
at flock 1 with fmin = 0.0013 since it has the lowest fitness value. 
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Table 2 
Examples of choosing the initial best solution

Individual solution (Flock size)
1 2 3 4 5

Fitness 0.0013 0.0123 0.0094 0.0841 0.0014

Stage 4: Generation of a new position. The next stage is the generation of the crows’ 
new position. At this stage, by assuming a crow j visits its hiding spot, mj,iter on an iteration, 
iter, and another crow (for instance, crow i) secretly follow the crow j to that spot. There 
are two possible conditions for this situation which are (Askarzadeh, 2016):

1. Crow j is unaware of the attendance of crow i at its place, mj,iter, resulting in crow i 
entering crow j hiding spot. In this case, the current location of crow i is computed 
as Equation 6 (Askarzadeh, 2016):

[6]

where fli,iter
 and ri represent the crow i flight length at iter and random number within 0 and 1 

with uniform distribution. The value set for fl is important as it affects the search capability. 
According to Azkarzadeh, a small and large value of fl results in a local and global search. 
The effect values of fl on search capability in its current state were thoroughly clarified 
and demonstrated by Askarzadeh (2016). 

2. Crow j is aware that it is being followed by crow i. Hence, it deceives crow i 
by travelling to a different position in the search space, ensuring its hiding spot 
remains secure. 

Conditions 1 and 2 can be described as Equation 7:

    
[7]

where APj,iter
 and rj depict the awareness probability of crow j at iteration and random 

number within 0 and 1 with uniform distribution, respectively. The role of AP in the 
CS algorithm is to provide a good balance between diversification and intensification in 
exploring the search space. The decreases in AP value would prompt the CSA to explore 
a local region where a potentially feasible solution can be discovered. As a result, the 
intensification will be increased. On the other hand, the increases in AP value will reduce the 
possibility of the current discovery (local region) in finding a good solution, and CSA will 
attempt to expand the search space on a global level by randomisation (Askarzadeh, 2016). 

The following calculation is performed to show the process in stage 4. Assuming the 
crow j hidden location is shown in Table 3 (Askarzadeh, 2016).
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Table 3 
Random position of crow j followed by crow i

Crow j current position at each flock, mj,iter

1 2 3 4 5
a1 3.9012 2.9384 2.2417 -2.3113 -2.1234
a2 0.1293 -2.3181 -1.4156 2.3114 2.1293
a3 -3.1921 -1.3911 -3.1201 -3.1234 1.2930
b1 -4.000 1.0292 1.3901 2.3141 -3.1234
b2 0.7182 -0.9821 1.9241 -3.9182 -1.3914
b3 -2.1313 -2.4121 1.9020 -1.3481 2.3411

Next, a random number between 0 and 1 was placed in each flock, and a comparison 
was made with the AP value. After that, for any random number greater than the AP value, 
the crow will update its memory using Equation 6. Otherwise, the crow’s new position 
is placed randomly. For example, let AP = 0.1, and the random number of all flocks are 
tabulated as in Table 4 (Askarzadeh, 2016).

Table 4 
The random number for the crow i the new position using random distribution

Random number, ri

1 2 3 4 5
a1 0.431 0.006 0.912 0.009 0.014
a2 0.134 0.003 0.120 0.014 0.009
a3 0.001 0.914 0.100 0.566 0.001
b1 0.032 0.009 0.039 0.003 0.014
b2 0.340 0.521 0.020 0.102 0.011
b3 0.002 0.011 0.410 0.001 0.912

The current memory of crow j, which satisfies condition 1, will be updated by 
substituting the required values in Equation 6. Therefore, the new position of crow j at 

. While the position of crow , which satisfies condition 2, is placed 
randomly using Equation 3. The calculation is performed for each flock.

For b3 at flock 3
(r > AP)

For b3 at flock 1
(r < AP)
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Stage 5: Feasibility check of the new position. The generation of the new position is 
checked. If the solution is feasible, replace the crow position with a new one. Otherwise, 
the position is not updated. 

Stage 6: Evaluation of fitness function at new positions. The new position of each crow 
is evaluated by measuring its fitness function using Equation 2. For example, the new fitness 
function is presented in Table 5. Hence the best new solution is found at flock 4 with fmin 
= 0.03 X 10-5 since it has the lowest fitness value. 

Table 5 
Examples of choosing the best new solution

Individual solution (Flock size)
1 2 3 4 5

New Fitness (× 10-5) 1.82 3.21 0.91 0.03 4.12

Stage 7: Update memory. The crows update their memory as Equation 7 (Askarzadeh, 
2016):

      
[7]

where f(.) indicates the measured objective function value. Hence, denotes the 
objective function value for the new position at the current iteration, while represents the 
objective function of the crow’s previous memory location. This stage involves comparing 
the fitness function of a crow’s current and memorised positions. If the fitness function of 
the new position is better than the memorised position’s, the crow will replace its memory 
with a new position. 

Now, by comparing the fitness value in Tables 2 and 5, the memory of the crow will 
update according to the rules (Table 6).

Table 6 
Comparison of fitness value between the initial and new position 

Individual solution (Flock size)
1 2 3 4 5

Fitness 0.0013 0.0123 0.0094 0.0841 0.0014
New Fitness (× 10-5) 1.82 3.21 0.91 0.03 4.12
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Since all new positions achieved better fitness value than memorised positions, all 
crows will update their memory with a new position as calculated at stage 4 (Table 7).

Table 7 
Updated position of a crow after evaluation

Updated position of crow i at each flock, xi,iter+1

1 2 3 4 5
a1 3.9121 3.0121 3.9123 -2.8172 -3.9121
a2 0.2033 -4.000 -2.8192 3.9817 1.0928
a3 -1.234 -2.421 -4.000 -3.7167 3.0912
b1 -3.8122 1.4214 2.6172 2.9182 -1.9821
b2 1.2314 -2.9125 2.8123 -1.8264 -2.0918
b3 1.4952 -3.9128 -3.2913 2.0918 3.6710

Stage 8: Check termination criterion. The stages from 4 until 7 are performed until 
itermax is achieved. The optimisation task is completed after the termination condition is 
satisfied. Finally, the global minimum fitness value is obtained, which refers to the optimal 
parameter for the ARX structure. 

From a numerical example, let itermax = 10 and model order = 3. After the generation of 
new positions of all crows is done 10 times, the optimisation task will stop from finding the 
solution. Hence, the final result for 10 iterations can be seen in Table 8. After completing 
the 10th generation, best fitness = 0.08 × 10-5. The value of the best solution converged at 
the 7th iteration as the value remained unchanged until the last iteration.   

Table 8 
Generation of new position until ten iterations

Generation 1 2 3 4 5
a1 0.312 0.141 0.981 1.921 0.012
a2 0.051 0.248 1.891 0.012 1.002
a3 1.001 1.002 0.910 0.021 0.041
b1 1.321 0.023 1.902 0.231 0.007
b2 0.012 1.023 0.101 0.009 0.001
b3 1.001 0.031 1.451 1.021 1.023

Fitness (× 10-5) 1.901 1.589 1.209 0.101 0.102
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The best solution is kept and substituted in the transfer function Equation 8 to represent 
the horizontal flexible plate structure.   

[8]

The pseudocode and flowchart of the optimisation task using CS are illustrated in 
Figures 2 and 3 (Askarzadeh, 2016).

Crow Search Algorithm 

Initialize a random number of crow position in flock, N in the dimensional search space 

Initialize the maximum number of iterations, itermax 

Evaluate the crows’ position 

Initialize each crow memory 

while iter < itermax 

for i: N (all N crows (crow i) of the flock 

Crowi randomly follow one of the other crows (for instance j) 

Define an awareness probability, AP 

if rj ≥ APj,iter 

𝑥𝑥𝑖𝑖 ,𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖+1 = 𝑥𝑥𝑖𝑖 ,𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑖𝑖𝑖𝑖 ∙ 𝑓𝑓𝑓𝑓𝑖𝑖 ,𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ∙ (𝑚𝑚𝑗𝑗 ,𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑥𝑥𝑖𝑖 ,𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ) 

else 

𝑥𝑥𝑖𝑖 ,𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖+1 = 𝑎𝑎 𝑖𝑖𝑎𝑎𝑟𝑟𝑟𝑟𝑟𝑟𝑚𝑚 𝑝𝑝𝑟𝑟𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟    

end if 

end for 

Check the quality of crow new positions 

Evaluate the new position of the crows using Equation [2] 

Update the crow memory 

end while 

 

RESULTS AND DISCUSSIONS

In this study, the dynamic model of a horizontal flexible plate was developed using a 
system identification technique via swam intelligent algorithm known as crow search 
(CS) by utilising ARX structure. The parameters of the developed model were determined 
using MATLAB software. These parameters were given in the form of a transfer function, 
representing the real characteristics of the horizontal flexible plate structure. Initially, 

Figure 2. Pseudo code for the CSA optimisation (Askarzadeh, 2016)
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Stage 1: Initialize problem dimension and 
varying parameters 

Define: Objective function and decision 
variables.  
Adjust parameter: Flock size (N), awareness 
probability (AP), flight length (fl), maximum 
number of iteration (itermax) 

Stage 2: Initialize each crow positions and 
memories 

 for i = 1: N do 

Randomly generate a possible 
solution vector 

Fill the crow memory by the 
initial position  

Stage 3: Evaluate fitness function 

 
for i = 1: N do 

Calculate the fitness function 

Stage 4: Generation and feasibility check of new 
position 

 for i = 1: N do 

Crowi randomly select one of 
the other crow (for example j) 

 rj ≥ APj,iter 
Generate a 

new position 
by Eq. (6) 

Generate a random 
position 

A 

A 

Stage 5: Feasibility check of new position 

 
for i = 1: N do 

Update 
position with 

a new one 

Do not update 
the position 

 
The new 

position is 
feasible? 

Stage 6: Evaluate fitness function for new 
positions 

 
for i = 1: N do 

Calculate the fitness function 

Stage 7: Update memory 

 

for i = 1: N do 

Update 
position with 

a new one 
 

Fitness of new 
position is better than 

fitness of memory 
position? 

Do not update 
the position 

Stage 8 : Check termination criterion 

 
Repeat 

stages 4 to 7 
 itermax is 

met? 
 

End 

Figure 3. Flowchart of CSA (Askarzadeh, 2016)

for i = 1: N do

Stage 6: Evaluate fitness function for
new positions

Stage 3: Evaluate fitness function
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5000 input-output vibration datasets extracted through experiments are split into two 
sections. The first 2500 data points were employed for training, and the remaining 2500 
were employed for testing. The effectiveness of the developed model was evaluated using 
three robustness approaches: pole-zero maps, correlation analysis, and mean squared error 
(MSE). A high-quality model was selected based on the lowest MSE, unbiased in correlation 
tests and stable result in a pole-zero map. Furthermore, a heuristic approach was used to 
obtain the best model order for the proposed structure because there is no prior information 
regarding the right model order for the model above. This approach was executed by tuning 
one parameter per variable while leaving the other parameter unchanged.  

Six parameters were tuned heuristically in the CS tuning process, including several 
iterations, model order, population size, lower and upper boundaries, awareness probability 
and flight length. Although most research papers claimed that CS consists of only two 
parameters, in this study, all parameters were tuned to validate the statements. Based on the 
literature review, some implementations use different values for population size, awareness 
probability and flight length (Souza et al., 2018; Islam et al., 2020). On the other hand, 
Adhi et al. (2018) and Majhi et al. (2020) tuned the lower and upper boundaries for their 
applications. Due to the inconsistencies of the parameter setting in the previous works, all 
parameters were considered and observed in this analysis. 

The tuning phase began by varying the population size while the remaining parameters 
stayed unchanged. In this research, the population size was tuned from 5 to 45 because 
previous analyses discovered these values offered superior results for most optimisation 
problems (Islam et al., 2020; Askarzadeh, 2016). Once the best population size value was 
determined, the value was set, and the next parameter was adjusted. Next, the awareness 
probability was set from 0.05 until 0.45 with an increment of 0.05. Following that, the 
range of flight lengths and boundary limits were adjusted from 0.5 to 2.5 and 1 to 10, 
respectively. Next, the number of iterations was adjusted based on the previous researchers’ 
recommendations, which ranged from 100 to 500 with an increment of 100 (Souza et al., 
2018; Majhi et al., 2020). The iteration was terminated at 500 because the outcomes were 
consistent, which helped reduce the computational time. Finally, the model order was 
tuned from 1 to 10. 

The second order was the best model order, achieved with the parameters outlined 
(Table 9). The second order is considered the optimal and most preferable in control design. 
The controller analysis can be simplified by using fewer parameters in the transfer function 
(Okiy et al., 2015; Aly, 2013). In addition, the graph of convergences for the CS algorithm 
against iteration was plotted in Figure 4. The graph depicts the accelerated convergence 
rate for CS to explore the search space to find the best solution. According to previous 
studies, the CS algorithm converged faster than other algorithms like GA and ABC (Hadi 
et al., 2012). Furthermore, Figures 5 and 6 indicate the measured and predicted outputs of 
the horizontal flexible plate structure in the time and frequency domains. The developed 
CS model managed to imitate the real structure because they overlapped (Figures 5 and 6). 
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In order to assure the reliability of the developed model, three validations were 
conducted: pole-zero diagram, correlation analysis, and mean squared error. The MSE for 
the developed model using CS are 1.6205 × 10-5 and 1.1168 × 10-5 for training and testing 
results, respectively. This finding was compared to previous studies that used GA to model 
a flexible plate using the same experimental data set (Hadi et al., 2012). The developed 
model using CS outperformed the GA model in terms of MSE and the number of orders in 
the transfer function. Additionally, the error between the real and CS outputs is illustrated 
in Figure 7. Figures 8 and 9 display the correlation analysis and pole-zero map results. 
The correlation analysis is comprised of two tests, cross and autocorrelations. Only cross-
correlation was observed to be unbiased from this correlation analysis since the response 
was within the 95% correlation test. The pole-zero diagram reveals that all the poles are 
located in the unit circle, resulting in a stable outcome. Finally, Equation 9 describes the 
transfer function representing the best horizontal flexible plate structure model. 

   [9]

Table 9 
The best value of parameters achieved in developing the CS model

Parameters Values
Number of flocks 15

Awareness probability 0.1
Flight length 2

Lower and upper boundary [-10,10]
Model order 2

Iteration 200
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Figure 4. Convergence graph of the estimated model using CSA
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Figure 5. Experimental and CS model in the time domain for flexible plate structure (a) for 5000 data; (b) an 
extended view of the data from 400 to 600
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Figure 7. Calculated MSE between the experimental and CS model for flexible plate structure
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CONCLUSION

This paper presented an optimisation approach using a swarm intelligence algorithm via 
crow search for model development of horizontal flexible plate structure. The CS flow is 
described in detail to obtain an accurate system model. The developed model was validated 
using correlation analysis, mean squared error and pole-zero map. It is worth noting that the 
developed model utilising CS has performed well in predicting the system characteristics 
because it fulfilled all the validation requirements. Furthermore, the developed model 
achieved the lowest MSE, unbiased in the correlation test and stable in the pole-zero map. 
In addition, a comparison with previous studies shows that the CS algorithm is superior in 
modelling a horizontal flexible plate structure. Hence, the aim of this study to utilise the 
CS technique for the identification of a horizontal flexible plate structure is accomplished. 
The results achieved can be used to develop a robust and effective controller.   
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ABSTRACT

This work examines the physical and electrical breakdown characteristics of kenaf paper 
coated with Polyvinyl Alcohol (PVA) for application in power transformers. The paper 
was made from kenaf bast fibers using the soda pulping method, whereby the pulps were 
subjected to 12,000 beating revolutions. PVA with weight percentage concentration up to 
6% was introduced to the beaten kenaf through a spin coating approach. The structure of 
the kenaf paper was examined through Scanning Electron Microscopy (SEM). The physical 
properties examined were apparent density, Tensile Index (TI), Burst Index (BI), and Tear 
Index (TeI), while AC breakdown voltage and strength were analyzed for the electrical 
property. It is found that the beating and external PVA improve the kenaf paper’s apparent 
density, TI, BI, and AC breakdown strength while the TeI decreases.

Keywords: Kenaf paper, physical and electrical properties, PVA coating 

INTRODUCTION

Kraft paper has been used as electrical 
insulation material in power transformers 
for years due to its high mechanical and 
electrical strengths (Mathes, 1991). Kraft 
paper is made from wood fibers, which 
produce strong paper. Due to recent 
environmental concerns about extensive 
deforestation, alternative resources such as 
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non-wood fibers are utilized for paper production (Hammett et al., 2001; Kamoga et al., 
2013). Fibers such as cotton, manila, hemp, and flax are also utilized to produce papers 
for electrical insulation (Krause, 2012; Schaible, 1987). Currently, the application of kenaf 
fibers for electrical insulation is still limited. 

Kenaf bast has long fibers that can produce high-strength papers and can be used as 
electrical insulation in transformers (Umair et al., 2019). Among kraft paper’s important 
characteristics is its ability to retain its strength properties after oil impregnation 
(Lundgaard et al., 2008). Tensile, burst, and AC breakdown strength characterize kraft 
paper’s mechanical and electrical strengths (Feng et al., 2020; Li et al., 2016). The beating 
process or chemical treatment can improve a paper’s mechanical and electrical properties 
(Brännvall, 2009; Song et al., 2009). For example, the beating process on pulps improves 
a paper’s mechanical and electrical strengths through fibrillation. On the other hand, 
chemical treatment can also enhance mechanical and electrical properties by introducing 
additives (Edeerozey et al., 2007; Wistara & Young, 1999). The most common chemical 
additives that can enhance a paper’s strength are oxidized/natural starches, cationic 
starches, soluble cellulose derivatives, and synthetic/natural polymers (Auhorn, 2006). 
Polyvinyl Alcohol (PVA) is a synthetic polymer soluble in water, and it can be used for 
the chemical treatment of paper. It is biodegradable, non-toxic, and chemically stable. It 
has high mechanical strength and adhesive properties, which lead to its suitability for a 
wide range of applications. 

The combination of cellulose and PVA can improve the intermolecular and 
intramolecular hydrogen bonds due to the high concentration of hydroxyl groups, thereby 
increasing paper strength (Abdulkhani et al., 2013; Moore et al., 2012; Shokrieh et al., 2015; 
Finch, 2002; Zhang et al., 2019). In addition, the hydrogen bonds can increase the paper’s 
mechanical and electrical strengths (Bao et al., 2011; Medhekar et al., 2010). PVA can be 
introduced into cellulose internally before the formation of paper or externally after the 
paper has been produced. The introduction of PVA internally increases paper’s mechanical 
strength by enhancing the hydrogen bonding among fibers. External application of PVA 
increases the mechanical strength through an extra thin layer of barrier on the surface of a 
paper. The external PVA can be applied by using the PVA coating process. 

PVA coating is the process of external PVA application on the surface of the paper to 
improve the paper’s properties (Schuman et al., 2004). PVA is applied on the paper surface 
to cement the fibers together and deposit a continuous thin film layer. Electrostatic or non-
electrostatic interaction bonds the thin film to the cellulose substrate, which improves a 
paper’s mechanical and electrical properties (Hubbe, 2006). Spin coating is one of the 
several methods to perform PVA coating. It is a process of depositing coating solution 
to a horizontal spinning disc through centrifugal force, which results in the removal and 
evaporation of the solvent and the emergence of a uniform solid film on the surface of the 
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paper (Norrman et al., 2005). PVA can improve the barrier properties of paper, improving 
the mechanical strength (Schuman et al., 2003, 2004). The PVA coating process is normally 
used for writing, printing, food, and paper packaging (Schuman et al., 2003). In addition, it 
can also improve moisture and heat resistance as a result of barrier properties improvement 
(Edeerozey et al., 2007). The addition of a 10% weight percentage concentration of PVA 
to cellulose can increase the thermal resistance of paper up to 5% (Nuruddin et al., 2015; 
Yenidoğan, 2019). Currently, using a polymer such as PVA to improve the mechanical 
and electrical strengths of kenaf bast fiber-based paper for electrical insulation purposes 
is still not widely examined.

In this paper, the kenaf paper is developed using the soda pulping technique with 
12,000 beating revolutions. The external PVA is applied externally to the kenaf paper 
through the spin coating approach. The kenaf paper with external PVA weight percentage 
concentrations of 2%, 4%, and 6% are examined for Tensile Index (TI), Burst Index (BI), 
and Tear Index (TeI). The oil-impregnated kenaf paper is also prepared to determine AC 
breakdown voltage and strength.

MATERIALS AND METHODS

Development of Kenaf Paper

The development process of kenaf’s paper with the introduction of external PVA is shown 
in Figure 1. First, kenaf bast fibers were sourced locally, whereby the fiber threads were 
thoroughly cleaned and screened to remove dust and grime before being cut into 10 cm. 
In total, 1 kg of raw fibers was prepared through Oven Dry (OD) method. Then, soda 
pulping was performed whereby the concentration of Sodium Hydroxide (NaOH) was set 

Figure 1. The process to develop Kenaf paper with external PVA

Collection of Kenaf 
bast fibers Pulping process Beating process

Unbeaten Kenaf paper Kenaf paper with 12,000 
beating revolutions

PVA coating process

Kenaf paper with 
external PVA

Collection of kenaf 
bast fibers



1072 Pertanika J. Sci. & Technol. 31 (2): 1069 - 1085 (2023)

Muhammad Umair, Norhafiz Azis, Rasmina Halis and Jasronita Jasni

to 14% with the liquor: wood ratio set to 7:1. The liquor is a mixture of NaOH and water. 
Finally, the raw fibers were cooked in the rotary digester for the soda pulping process. 
First, the temperature of the rotary digester was set to 35°C with a pressure of 140 psi. 
The temperature required 90 minutes to reach the maximum set point of 170°C, and it was 
maintained for 30 minutes during the soda pulping process.

The pulp and paper without the beating process were defined as unbeaten kenaf’s 
pulp and paper. The pulp was subjected to the beating process of up to 12,000 beating 
revolutions according to the Technical Association of the Pulp and Paper Industry (TAPPI) 
standard T248. The freeness of the pulp was measured as per TAPPI standard T227. After 
the beating process, the kenaf paper was formed on the paper machine according to the 
TAPPI standard T205. The grammage of kenaf paper after the process was 52 g/m2. Next, 
the PVA coating was applied on the kenaf paper with 12,000 beating revolutions.

Preparation of PVA Solution

The PVA solution was prepared before the coating process, with weight percentage 
concentrations set to 2%, 4%, and 6% using Equation 1. The solution was prepared using 
Fisher Scientific Isotemp heated magnetic stirrer. First, the PVA powder was added to 100 
ml of distilled water at a temperature of 90°C using the magnetic stirrer for 2 hours to 
produce a uniform PVA solution, as seen in Figure 2. Next, the solution was left to cool for 
2 hours in a cleanroom at the temperature of 25°C ± 2℃ and relative humidity of 25% ± 
2%. Next, the PVA solution was applied to the kenaf paper with 12,000 beating revolutions.

  (1)

Figure 2. Preparation of PVA solution

PVA powder 100 ml of 
distilled water

Magnetic stirrer 
at 90°C

PVA solution

PVA Coating Procedure

The spin coating on the kenaf paper was performed by spin coater POLOS SPIN150i as 
shown in Figure 3. The spin coater consists of a single-phase oil-less piston vacuum pump 
MAJP-140V(L) with maximum vacuum and power of 60 torrs and 0.41 kW, respectively. 
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The vacuum pump was used to hold the substrate before the spin coating was performed. 
The test was performed in a cleanroom at a temperature of 25℃ ± 2℃ and relative 
humidity of 25% ± 2%. The spin coater’s rotation speed and time were set to 2,000 rpm 
and 60 seconds, respectively. A total of 3 ml of PVA solution was dropped at the center of 
kenaf paper using a syringe while the spin coater was in operation under the influence of 
centrifugal forces. The procedure was repeated for all weight percentage concentrations 
of PVA.

Figure 3. PVA coating process

Spin coat

Vacuum

Kenaf paper substrate

PVA coated layer

PVA solution

Paper sample

EXPERIMENTAL SETUP

Physical and Morphological Properties of Paper

The papers were cut into 10 cm × 10 cm squares to determine the grammage of the paper. 
Equation 2 was used to determine the grammage of the paper based on the mass and area 
of the paper. The mass of the paper was determined using an OHAUS analytical balance 
with a sensitivity of ±0.0001g. Equation 3 was used to determine the apparent density of the 
paper. An L&W micrometer was used to measure the thickness of the paper as per TAPPI 
standard T411. The coating weight was determined based on differences in grammage 
between coated and uncoated kenaf papers (Afra et al., 2016; Ni et al., 2021). 

𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 (𝐺𝐺/𝐺𝐺2) =
𝑀𝑀𝐺𝐺𝑀𝑀𝑀𝑀 (𝐺𝐺)
𝐴𝐴𝐺𝐺𝐺𝐺𝐺𝐺 (𝐺𝐺2)

       (2)

𝐴𝐴𝐴𝐴𝐴𝐴𝐺𝐺𝐺𝐺𝐺𝐺𝐴𝐴𝐴𝐴 𝑑𝑑𝐺𝐺𝐴𝐴𝑀𝑀𝑑𝑑𝐴𝐴𝑑𝑑 (𝐺𝐺/𝑐𝑐𝐺𝐺3) =
𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 (𝐺𝐺/𝐺𝐺2)
𝑇𝑇ℎ𝑑𝑑𝑐𝑐𝑖𝑖𝐴𝐴𝐺𝐺𝑀𝑀𝑀𝑀 (µ𝐺𝐺)

    (3)

The surface morphology of kenaf paper with beating revolutions and external PVA 
was observed using SEM imaging through COXEM EM-30ax. Oil-impregnated papers 
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were cleaned with acetone to remove oil and dried in the air-circulating oven for 24 hours 
at 105℃ to negate the effect of moisture on the image quality. An ion coater, COXEM 
SPT-20, was used to prepare the paper to avoid the charging effect on the image.

Tensile, Burst, and Tear Indexes of Paper

The measurement of the tensile strength of kenaf paper was carried out using Buchel B.V 
horizontal tensile tester as per TAPPI standard T494. The gap between the 2 clamps was 
adjusted to 100 mm ± 1 mm. The length and width of the paper under test were 150 mm and 
15 mm. The crosshead speed of 20 mm/s was used for the tensile strength measurement. 
The test was performed at a temperature of 23℃ ± 1℃ and relative humidity of 50% ± 
2%. The TI was determined based on Equation 4.

𝑇𝑇𝑇𝑇 (𝑁𝑁𝐺𝐺/𝐺𝐺) =  
𝑇𝑇𝐺𝐺𝐴𝐴𝑀𝑀𝑑𝑑𝑇𝑇𝐺𝐺 𝑀𝑀𝐴𝐴𝐺𝐺𝐺𝐺𝐴𝐴𝐺𝐺𝐴𝐴ℎ (𝑁𝑁/𝐺𝐺)
𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 (𝐺𝐺/𝐺𝐺2)

      (4)

The burst strength measurement of kenaf paper was carried out using a Frank burst 
machine as per TAPPI standard T403. The paper was cut into length and width of 62 mm 
× 62 mm. The test was performed at the same temperature and relative humidity conditions 
as tensile strength. The clamping pressure was set to less than 1,200 kPa. The pressure 
was subjected to the paper via a rubber diaphragm to a 30.5 mm circular area. The BI was 
calculated based on Equation 5.

𝐵𝐵𝑇𝑇 (𝑖𝑖𝑘𝑘𝐺𝐺.𝐺𝐺2/𝐺𝐺) =
𝐵𝐵𝐵𝐵𝐺𝐺𝑀𝑀𝐴𝐴 𝑀𝑀𝐴𝐴𝐺𝐺𝐺𝐺𝐴𝐴𝐺𝐺𝐴𝐴ℎ (𝑖𝑖𝑘𝑘𝐺𝐺)
𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 (𝐺𝐺/𝐺𝐺2)

      (5)

The tear strength refers to the amount of energy necessary to shred the paper. The tear 
strength measurement of kenaf paper was performed using an Elmendorf tearing tester 
based on TAPPI T414. The paper was cut into length and width of 63 mm × 50 mm. The 
test was performed at the same temperature and relative humidity conditions as tensile 
strength. Identical clamping pressures of 0.55 MPa were subjected to the clamps that held 
the paper. A small cut was made at the center of the paper before the tearing force was 
applied. The TeI was calculated based on Equation 6.

𝑇𝑇𝐺𝐺𝑇𝑇 (𝐺𝐺𝑁𝑁.𝐺𝐺2/𝐺𝐺) =
𝑇𝑇𝐺𝐺𝐺𝐺𝐺𝐺 𝑀𝑀𝐴𝐴𝐺𝐺𝐺𝐺𝐴𝐴𝐺𝐺𝐴𝐴ℎ (𝐺𝐺𝑁𝑁) 
𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 (𝐺𝐺/𝐺𝐺2) 

      (6)

Preparation of the Oil-Impregnated Paper

The kenaf and kraft papers were impregnated in Mineral Oil (MO) to determine the AC 
breakdown voltage and strength based on the process, as shown in Figure 4. First, the 
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paper was vacuum drying for 48 hours at 
105°C and 0.08 kPa. On the other hand, 
MO was subjected to air-circulating drying 
for 48 hours at 85°C. Next, the paper was 
impregnated with MO in a vacuum oven for 
24 hours at 105°C and 0.08 kPa.

Measurement of AC Breakdown 
Strength of Paper

The measurement of AC breakdown 
voltage was carried out using BAUR DPA 
75 C tester, according to International 
Electrotechnical Commission (IEC) 60156. 
The test was performed using spherical 
electrodes with both sides facing each other. 
The diameter of the spherical electrode was 
set to 12.5 mm. The walls of the test cell 
and electrodes were thoroughly rinsed 3 
times using MO. In total, 400 ml of MO was 
gently filled into the test cell to avoid the 
formation of bubbles. The distance between 
electrodes inside the test cell was adjusted 
based on the thickness of the paper (Figure 
5). Since the thickness of 1 layer of kenaf 
paper was low, the measurement could not 
be computed. Therefore, 2 and 3 layers of 
kenaf and kraft papers were used to measure 
the AC breakdown voltage. The voltage 
ramping rate was set to 2 kV/s. During the 
test, the paper was moved to a new position 
after each breakdown. An average of 20 AC 
breakdown voltages data was utilized for the 
study. The AC breakdown strength of the 
oil-impregnated kenaf paper was calculated 
based on Equation 7. 

Figure 4. Preparation of oil-impregnated paper

Step 1: Paper is dried in vacuum oven for 48 
hours at 105°C and 0.08 kPa

Step 2: Mineral oil is dried in air circulating oven 
for 48 hours 85°C

Step 3: Paper is impregnated in mineral oil and 
dried in vacuum oven for 24 hours at 105°C and 

0.08 kPa

150 mm

PaperPaper

15
 m

m

Figure 5.  Configuration of AC breakdown 
measurement

Mineral 
oil

Mineral 
oil

Paper

Thickness of 
paper

Test 
cell

Magnetic 
stirrer

Sphere 
electrode

Mineral 
oil

𝐴𝐴𝐴𝐴 𝑏𝑏𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖𝑑𝑑𝑏𝑏𝑏𝑏𝐴𝐴 𝑀𝑀𝐴𝐴𝐺𝐺𝐺𝐺𝐴𝐴𝐺𝐺𝐴𝐴ℎ (𝑖𝑖𝑘𝑘/𝐺𝐺𝐺𝐺) =  
𝐴𝐴𝐴𝐴 𝑏𝑏𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖𝑑𝑑𝑏𝑏𝑏𝑏𝐴𝐴 𝑣𝑣𝑏𝑏𝑇𝑇𝐴𝐴𝐺𝐺𝐺𝐺𝐺𝐺 (𝑖𝑖𝑘𝑘)
𝑇𝑇ℎ𝑑𝑑𝑐𝑐𝑖𝑖𝐴𝐴𝐺𝐺𝑀𝑀𝑀𝑀 𝑏𝑏𝑜𝑜 𝐴𝐴𝐺𝐺𝐴𝐴𝐺𝐺𝐺𝐺 (𝐺𝐺𝐺𝐺)

  (7)
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EXPERIMENTAL RESULTS

Impact of External PVA on Kenaf Fiber

The SEM images of kenaf papers with and without beating revolutions and with external 
PVA are shown in Figure 6. The kenaf paper, without beating revolutions, shows a clear 
network of fibers joining together to create a strong bond with each other. The pores in 
unbeaten kenaf paper are visible, which can promote the flow of MO, as seen in Figure 
6(a). There is no fibrillation to the kenaf fibers due to the absence of mechanical and 
chemical treatments. Fibrillation occurs once the beating to the pulp is applied, as shown 
in Figure 6(b). Several fibrils on the wall of fiber cells can stimulate bonding and increase 
the apparent density and mechanical strength. After applying PVA, the fibrillary bridges 
are improved, and new bonding with fibers and fibrils are formed, which can lead to the 
increment of the paper strength, as seen in Figure 6(c). 

Figure 6. SEM images of Kenaf paper at a magnification of ×500: (a) Unbeaten Kenaf paper; (b) With 12,000 
beating revolutions; (c) With 12,000 beating revolutions and 6% weight percentage concentration of PVA

(a) (b) (c)

The Relationship of Coating 
Weight with PVA Weight 
Percentage Concentration 

The apparent density of kenaf paper 
increases as the coating weight of 
PVA increases, as seen in Figure 
7. Kenaf paper with 0% PVA 
weight percentage concentration 
is referred to as kenaf paper with 
12,000 beating revolutions. The 
coating weight increases linearly at 
a rate of 0.68 g/m2 ± 0.02 g/m2. The 
grammage increases as the coating 
weight increases, which leads to the 
increment of the apparent density 

Figure 7. Coating weight and apparent density versus PVA 
weight percentage concentration
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of kenaf paper (Huber et al., 2012). The apparent density of kenaf paper increases by 3% 
with the introduction of a 6% PVA weight percentage concentration.

Impact of External PVA on Tensile, Burst, and Tear Indexes

The TI of unbeaten kenaf paper is 27.41 Nm/g. It is observed that TI increases almost 
linearly as the PVA weight percentage concentration increases (Figure 8). The TI of kenaf 
paper improves by 6%, 8%, and 12% with 2%, 4%, and 6% PVA weight percentage 
concentrations. The TI of kenaf paper with 6% PVA weight percentage concentration is 
81.36 Nm/g, which is 28% lower than the TI of kraft paper. The TI of kenaf paper increases 
due to the increment of inter-fiber bonding between fibers caused by the presence of the 
external PVA (Balan et al., 2015).

It is observed that the BI of unbeaten kenaf paper is 1.45 kPa, increasing to 4.59 
kPa with 12,000 beating revolutions. The BI of kenaf paper increases as the PVA weight 
percentage concentration increases, as seen in Figure 9. The BI of kenaf paper increases 
by 39% with a 2% PVA weight percentage concentration. The increments for BI of kenaf 
paper with 4% and 6% PVA weight percentage concentrations are quite low. The highest 
increment for BI of kenaf paper is found at 6% PVA weight percentage concentration, 
which increases by 51%.

It is observed that the TeI of kenaf paper decreases as the external PVA increases, as 
shown in Figure 10. The TeI of kenaf paper decreases by 3%, 12%, and 21%, with 2%, 4%, 
and 6% PVA weight percentage concentration, respectively. Once the inter-fiber bonding 
exceeds a certain threshold, the TeI of paper normally decreases. It is because high inter-
fiber bonding can lead to the brittlement of paper, which causes fracture in a narrow region. 
As a result, it does not consume high tearing energy, resulting in a lower TeI of paper 

Figure 9. Burst Index versus PVA weight percentage 
concentration

Figure 8. Tensile Index versus PVA weight percentage 
concentration
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(Karlsson, 2010). The phenomenon can also 
lead to the partial dissolution of cellulosic 
material and affects the TeI of kenaf paper.

Impact of External PVA on AC 
Breakdown Strength

The AC breakdown voltage of MO-
impregnated kenaf paper in the presence 
of external PVA is shown in Figure 11. 
The unbeaten kenaf paper has a lower AC 
breakdown voltage than the kenaf paper, 
with 12,000 beating revolutions for 2 and 
3 layers. It is found that the AC breakdown 
voltage of both types of paper increases 

Figure 10. Tear Index versus PVA weight percentage 
concentration
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as the layer number increases. The pattern is expected since the gap distance increases 
with the increment of paper thickness, which results in the increment of AC breakdown 
voltage. The AC breakdown voltage for the 2 layers of kenaf paper remains constant 
with the increment of PVA weight percentage from 2% to 4%. However, it increases with 
the increment of the PVA weight percentage to 6%. For 3 layers of kenaf paper, the AC 
breakdown voltage steadily increases with the external PVA. The highest increment of kenaf 
paper AC breakdown voltage is observed at 6% PVA weight percentage concentration, 
which increases by 44% and 72% for 2 and 3 layers, respectively.

The AC breakdown strength of MO-impregnated kenaf paper in the presence of 
external PVA is shown in Figure 12. The AC breakdown strength is the lowest for unbeaten 
kenaf paper, and it increases as the external PVA increases. The highest increment of AC 

Figure 11. AC breakdown voltage of 2 and 3 layers 
of Kenaf paper with external PVA

Figure 12. AC breakdown strength of 2 and 3 layers 
of Kenaf paper with external PVA
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breakdown strength is observed at 6% PVA weight percentage concentration, with 74% 
and 108% increments for 2 and 3 layers of kenaf paper. The AC breakdown strength of 
kenaf paper in the presence of external PVA is higher than kraft paper. 

Effect of Electrical Stress on Kenaf Fiber

The effect of electrical stress on the fiber networks of oil-impregnated kenaf and kraft 
paper after the AC breakdown voltages can be observed using SEM imaging, as shown in 
Figure 13. The clear hole is produced through the fiber networks after the AC breakdown 
test due to the vaporization of fibers under electrical stress.

The AC breakdown strength improves with the decrement of pore size inside the kenaf 
fiber network (Kamata et al., 1990; Liu et al., 2016). The diameters of the hole caused by 
electrical breakdown are less than 200 μm for both kenaf and kraft papers. The images 
obtained by SEM exhibit differences at the edges of the holes for kenaf and kraft papers. 
The edges of the holes are smooth in kraft paper, whereas it is uneven in kenaf paper with 
12,000 beating revolutions and 6% PVA weight percentage concentration. The diameters 
of the hole after breakdowns in kenaf papers are between 151.1 μm and 155.7 μm, while 
the diameter of the hole in kraft paper is around 111 μm. There is no clear conclusion that 
can be carried out to compare the relationship between the diameter of the hole and the 
AC breakdown strength of kenaf and kraft papers.

Figure 13. SEM image of oil-impregnated Kenaf paper after the AC breakdown strength measurement: (a) With 
12,000 beating revolutions at a magnification of ×200; (b) With 12,000 beating revolutions at a magnification 
of ×500; (c) With 12,000 beating revolutions and 6% PVA weight percentage concentration at a magnification 
of ×200; (d) With 12,000 beating revolutions and 6% PVA weight percentage concentration at a magnification 
of ×500; (e) Kraft paper at a magnification of ×200; (f) Kraft paper at a magnification of ×500.

(a) (b) (c)

(d) (e) (f)



1080 Pertanika J. Sci. & Technol. 31 (2): 1069 - 1085 (2023)

Muhammad Umair, Norhafiz Azis, Rasmina Halis and Jasronita Jasni

DISCUSSION

A paper is a dielectric material where an electric field may be maintained with either zero 
or near-zero power dissipation, whereby only a few electrons can move on the surface 
(McShane et al., 2003; Qu et al., 2020). AC breakdown strength of paper is an intrinsic 
property of dielectric material, independent of the electrode configuration where the electric 
stress is applied (Amin et al., 2018; Ramli et al., 2014; Zhou & Chen, 2017). The minimum 
voltage at which the dielectric material fails is known as AC breakdown voltage (Baur et 
al., 2017; Elanseralathan et al., 2000). 

The beating process initiates the fibrillation process and decreases the number of pores. 
The application of external PVA further decreases pore number, as shown in Figure 6. The 
porosity and pore size distribution can affect the apparent density of a paper (Gao et al., 
2015). It is found that the increment of PVA coating weight increases the apparent density 
of paper (Figure 7). The increment of apparent density could be due to the reduction of 
pores in the paper. The AC breakdown behavior is also affected by the fibers’ properties 
and the paper’s porous structure (Mo et al., 2019). It is found that the AC breakdown 
strength of kenaf paper has a positive correlation with fibrillation in fibers since the AC 
breakdown strength increases with beating and external PVA (Figure 12). The fibrillation 
process increases the fibrils on the surface of the fibers and reduces the pores in the paper 
(Wai et al., 1985). The dry-strength additive in the paper structure improves the strength 
properties through the improvement of the inter-fiber bonding (Balan et al., 2015). The 
improvement of TI due to external PVA could be caused to the migration of PVA into 
the internal structure of the paper (Balan et al., 2015). This phenomenon can reduce the 
number of pores and increase the AC breakdown strength of paper. The reduction of inter-
fiber bonding caused by repeated wetting and drying during the coating process is one of 
the factors that affect the mechanical strength of paper (Balan et al., 2015). Therefore, it 

Figure 14. The relationship between AC breakdown 
strength and TI with PVA coating weight.
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is important to control these parameters to 
further improve the strength properties of 
kenaf paper with external PVA.

The AC breakdown strength for 2 layers 
of kenaf paper increases by 74%, resulting 
in an increment of 12% in TI, as shown in 
Figure 14. The apparent density of kenaf 
paper is found to increase to 0.67 g/cm3 with 
a 6% PVA weight percentage concentration. 
The AC breakdown strength is 191.41 kV/
mm for 2 layers of kenaf paper with a 6% 
PVA weight percentage concentration. The 
increment of apparent density also leads to 
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the increment of the BI of the kenaf paper (Umair et al., 2019). Since cellulose and PVA 
both contain hydroxyl groups, it increases hydrogen bonding, which leads to the increment 
of the BI of kenaf paper.

The physio-mechanical and electrical breakdown properties of kenaf paper with internal 
and external PVA are summarized in Table 1. External PVA has a better impact on the 
physio-mechanical properties of kenaf paper than internal PVA, even at low percentage 
concentrations. The apparent density of kenaf paper with 6% external PVA is 28% higher 
than the 12% internal PVA, but it is still 9% lower than kraft paper. On the other hand, the 
TI and BI of kenaf paper with external PVA are 10% and 31% higher than internal PVA. 
Kenaf paper’s AC breakdown voltage and strength with external PVA is 50% higher than 
internal PVA.

Table 1
Comparison of physical and electrical breakdown characteristics of kenaf paper with internal and external PVA

Property

Kenaf paper
Kraft 
paperUnbeaten

With 12,000 
beating 

revolutions

With 12% internal 
PVA

(Umair et al., 2020)

With 6% 
external 

PVA
Apparent density (g/cm3) 0.35 0.648 0.522 0.67 0.74

Tensile Index (Nm/g) 27.41 72.72 74.1 81.36 113
Burst Index (kPa.m2/g) 1.45 4.47 5.12 6.73 -
Tear Index (mN.m2/g) 16.52 7.49 6.67 5.89 -

AC breakdown voltage (kV) 21.045 21.11 26.54 36.30 17.605
AC breakdown strength 

(kV/mm)
39.88 75.67 89.37 157.76 83.83

It is well known that adding enhancement materials can improve paper’s mechanical 
and electrical strengths (Umair et al., 2020). In this study, PVA is one of the enhancement 
materials that can enhance kenaf paper’s physiomechanical and electrical breakdown 
characteristics for application as electrical insulation in transformers. In comparison to 
internal PVA, external PVA has positive impacts on the apparent density, TI, BI, and AC 
breakdown strength of kenaf paper. 

CONCLUSION

The external PVA increases kenaf paper’s TI, BI, and AC breakdown strength. The TI 
and BI of kenaf paper increase by 165% and 208% with 12,000 beating revolutions, 
and these parameters further increase by 12% and 51% with 6% PVA weight percentage 
concentration. On the other hand, the TeI of kenaf paper decreases by 55% with 12,000 
beating revolutions and decreases by 21% with a 6% PVA weight percentage concentration. 
Furthermore, the kenaf paper has 102% and 90% AC breakdown strengths increments with 
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12,000 beating revolutions for 2 and 3 layers of kenaf paper. Further increments of 74% 
and 108% are found with 6% PVA weight percentage concentration for the same number of 
layers. The external PVA improves kenaf paper’s mechanical and AC breakdown strength 
properties, possibly due to the reduction of the number of pores and increment of the inter-
fiber bonding among fibers.
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ABSTRACT

Muscular power is one of the factors that contribute to an athlete’s performance. This 
study aimed to explore the predictive ability of total genotype score (TGS) and serum 
metabolite markers in power-based sports performance following different strength training 
(ST) intensities. We recruited 15 novice male field hockey players (age = 16.27 ± .12 
years old, body mass index = 22.57 ± 2.21 kg/m2) and allocated them to; high-intensity 
strength training (HIST, n=5), moderate intensity strength (MIST, n=5), and control 
group (C, n=5). Both training groups completed an eight-week ST intervention. Pre- and 

post-training muscular power (vertical 
jump) was measured. The participants 
were genotyped for; ACE (rs1799752), 
ACTN3 (rs1815739), ADRB3 (rs4994), 
AGT (rs699), BDKRB2 (rs1799722), PPARA 
(rs4253778), PPARGC1A (rs8192678), 
TRHR (rs7832552), and VEGF (rs1870377). 
TGS was calculated to annotate for 
strength-power (STP) and endurance 
(END) qualities. Subsequently, serum 
metabolomics analysis was conducted using 
Liquid chromatography-mass spectrometry 
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Quadrupole-Time-of-Flight (LC-MS QTOF) to profile differentially expressed metabolite 
changes induced by training. Multiple regression analysis was conducted to explore the 
ability of TGS and differentially expressed metabolite markers to predict muscular power 
changes following the intervention. Multiple Regression revealed that only TGS STP might 
be a significant predictor of muscular power changes following MIST (adjusted R2=.906, 
p<.05). Additionally, ST also resulted in significant muscular power improvement (p<.05) 
and perturbation of the sphingolipid metabolism pathway (p<.05). Therefore, selected 
gene variants may influence muscular power. Therefore, STP TGS might be able to predict 
muscular power changes following MIST. 

Keywords: Genetics, metabolomics, single nucleotide polymorphism, strength training, training response

INTRODUCTION

Field hockey is a field-based team sport characterised as a high-intensity intermittent event 
that places greater demand on athletes’ physiological and physical capacities (Lemos et 
al., 2017; Ibrahim Hassan, 2018). This sport requires the dynamic action of accelerating, 
decelerating, jumping, and changing direction (Pimenta et al., 2012). Relevant studies 
demonstrated that it is essential for athletes to have a significant level of muscular strength, 
power, and cardiorespiratory fitness to perform optimally (Lemos et al., 2017; Bishop et 
al., 2015; Lemmink & Visscher, 2006; Konarski et al., 2012). 

Generally, strength training (ST) is widely used to enhance performance across various 
sports events (Kikuchi et al., 2019). ST is known to improve muscle energy status, resulting 
in the ability to maintain greater force output for a longer time (Laursen, 2010). A good 
design ST program involves the manipulation of training variables (e.g., intensity, volume, 
frequency, rest interval, exercise selection, and order) (Kikuchi et al., 2019; Mangine et al., 
2015). Studies have demonstrated that both high-intensity (HI) and moderate-intensity (MI) 
ST improved several performance components in intermittent sport (Mangine et al., 2015; 
Assuncao et al., 2016; Astorino et al., 2004; Christou et al., 2006; Lesinski et al., 2016).  

It has been shown that there were associations between gene variants and athletic 
performance (e.g., muscular strength, muscular power, endurance, and neuromuscular 
coordination) (Varillas-Delgado et al., 2022; Ahmetov et al., 2016). Gene variants that 
involve metabolism regulation, muscle fibre type, muscle contraction and circulatory 
homeostasis in at least two independent studies were selected (Jones et al., 2016; Ahmetov 
et al., 2016; Egorova et al., 2014). Athletic performance is highly polygenic as it involves 
complex multiple genes interactions that affect overall outcomes (de la Iglesia et al., 2020). 
The total genotype score (TGS) was used to quantify the combined influence of multiple 
gene interactions (Massida et al., 2019). Genes and environment (e.g., training, experience, 
and diet) are likely to play an important role, but further investigation is required to explore 
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the contribution of genetic factors toward performance (Kelly et al., 2020; Wishart, 2019; 
Sarzynski et al., 2016). 

ST is an external challenge that leads to differentially expressed metabolites (Kelly 
et al., 2020). Different ST intensity imposes variable demands on the physiological and 
physical capacities, shown via changes in the metabolic pathways (Laursen, 2010). 
Therefore, exploring metabolite profile changes is useful for illustrating an individual’s 
current state and responses to stimuli (Kelly et al., 2020; Wishart, 2019). Metabolic 
changes have been observed in response to acute ST, but less is known about the ST 
response following a longer intervention period (Morville et al., 2020). To improve the 
understanding of metabolite alteration following ST, the employment of the metabolomics 
approach is deemed essential. Therefore, this study aimed to explore the ability of TGS 
to predict changes in muscular power and the associated metabolic pathways following 
different ST intensities being prescribed. 

METHOD

Participants and Study Design

A true experimental design was used in the present study. Purposive sampling was employed 
to recruit fifteen (N=15) male field hockey players who represented their district, aged 
between 16 to 17 years old. The study was conducted during the off-season and commenced 
in October 2018. The participants were randomly assigned to; high-intensity strength 
training (HIST, n=5), moderate-intensity strength training (MIST, n=5), and control group 
(C, n=5). Study inclusion criteria were that participants; were healthy and active field 
hockey players, who had participated in competitive tournaments, free from any injuries 
for the past six months, had not performed strength training at least six months prior to 
participation, and had not taken any supplementation prior to participation. Participants 
were informed about the study procedure and potential risks associated with the study, and 
informed consent was obtained before participation. In addition, participants completed 
the PAR-Q+ questionnaire as a pre-screening and Electrocardiogram (ECG) test (Tanisawa 
et al., 2020). The study was approved by Universiti Teknologi MARA Research Ethics 
Committee [ref no.:600-IRMI(5/1/6)]. A flow chart of the study design is presented in 
Figure 1.

Muscular Power Measurement

Pre- and post-test muscular power was measured by vertical jump (VJ) (Yingling et al., 
2018). Participants were to perform the jump with a pause at >90o squat before jumping 
with the dominant hand reaching for the swivel vane on a vertec apparatus (Yingling 
et al., 2018). Three jump attempts were carried out with one minute of rest in between 
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jumps. The best jump was equated to the equation (Sayers et al., 1999). The procedure was 
explained and demonstrated to the participants. Proper stretching, warm-up, and cooling-
down sessions were conducted prior to the test. In addition, a familiarisation session was 
provided before the actual measurement. 

Strength Training Intervention

The training was held three times per week for eight weeks. Training volume was pre-
determined and equated (Klemp et al., 2016). Familiarisation was designed to ensure correct 
lifting techniques. The upper body (biceps curl, triceps extension, shoulder press) and lower 
body (leg press, hamstring curl, calf raise) exercises were prescribed to the participants. 
The HIST performed three sets of one to six repetitions at 80 to 90% 1-RM, while the 
MIST performed three sets of eight to 12 repetitions at 60 to 75% 1-RM. The warm-up was 
conducted using the peck deck machine (upper body) and leg press machine (lower body) 
at 50% of 1RM for 10 repetitions. Participants in the training groups were advised to refrain 
from additional ST sessions and maintain their habitual physical activity and dietary intake. In 
contrast, the control group maintained their usual activities without engaging in ST sessions.

Figure 1. Study design flow chart

Ethical approval

Exclusion criteriaParticipants 
recruitment

PAR-Q+
Demographic questionnaire

ECG test

Randomly assigned 
into:

Control (n=5)MIST (n=5)HIST (n=5)

Eight weeks of ST intervention (3 times/week)

Inclusion criteria
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• Active player
• Competitive tournament
• Injury free
• No ST experiences
• No supplementation 

intake
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Genotyping 

Deoxyribonucleic Acid (DNA) Extraction. DNA was extracted using an in-house modified 
conventional DNA extraction method. Five (5 ml) of 1 × lysis buffer (0.64 M sucrose, 0.02 
M Tris hydrochloric acid, 2% Triton X-100, autoclaved Mili-Q water) were added to 5 ml 
of blood sample and inverted (10 times). Later, another 5 ml of 0.5 × lysis buffer was added 
to the blood sample and inverted (10 times), left on ice (10 minutes), and later centrifuged 
(Eppendorf, model 5810R, Hamburg, Germany) at 2,700 × g, 20°C for 15 minutes. Next, 
the pellet was rinsed with 25 ml of Tris Ethylenediaminetetraacetic acid (EDTA) (pH 8.0) 
buffer followed by centrifugation at 2,700 × g, 20°C for 15 minutes. The supernatant was 
discarded while the pellet was kept. The steps above were repeated three times until a clear 
supernatant and pellet were formed. The pellet was re-suspended with 2 ml saline EDTA 
(pH 8.0) and incubated overnight in a water bath at 37°C with 100 µl of 20% Sodium 
Dodecyl Sulfate (SDS) and 10 µl proteinase-K solution (20 mg/ml). This step was taken to 
lyse the cell and nuclear membrane while maintaining DNA’s integrity. Then, 100 µl of 2.0 
M Potassium Chloride (KCl) was added, followed by 4 ml of cold 100% ethanol. The step 
was taken to precipitate the DNA. DNA became visible as a floating strand in the solution. 
Then, 700 µl of cold 70% ethanol was used to rinse the DNA by allowing excess KCl to 
dissolve. The DNA was left to dry. The DNA was reconstituted with Tris EDTA buffer 
and stored at -20°C. The DNA’s concentration and purity were measured using NanoDrop 
2000 Spectrophotometer (Thermo Scientific, Wilmington, USA).

Allele-Specific Polymerase Chain Reaction (ASPCR). In-house genotyping procedures 
were conducted using ASPCR assays. The primers were designed to target specific single 
nucleotide polymorphisms (SNPs). ASPCR was conducted using a thermal cycler (Takara 
Bio, CA, USA) with the final mixture volume of 20 μl, containing the participant’s DNA 
(100 ng/μl), 0.5 U/µl of taq DNA polymerase (NEB, MA, USA), various concentrations of 
primers (0.1–2.0 μM), 0.16 mM deoxyribonucleotide triphosphate (dNTPs) and autoclaved 
Mili-Q water. A touchdown thermal cycle condition was composed of; pre-denaturation at 
95°C (2 minutes), denaturation at 95°C (30 seconds), and extension at 68°C (30 seconds). 
In the initial 10 cycles of annealing, the temperature was gradually decreased (-1°C) from 
65°C to 55°C (30 seconds). In the latter half (30 cycles), the temperature was maintained 
at 55°C (30 seconds). Finally, post-extension was set at 68°C (5 minutes). PCR products 
were electrophoresed at 200 V for 60 minutes and examined on 3.5% agarose gel stained 
with Ethidium Bromide (EtBr). The gel was visualised under ultraviolet light to detect the 
specific band sizes that indicate the alleles. 

Total Genotype Score (TGS) Calculation. The TGS was calculated using an algorithm 
that incorporated all genotype scoring (GS) in a simple additive model, TGS = 100 / (9 ÷ 
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2) × GS1 + GS2 + … + GS9 (Ruiz et al., 2009; 
Ruiz et al., 2010). Next, the homozygous, 
intermediate ‘heterozygous’ and ‘less 
optimal’ homozygous were assigned with 
the scoring of 2, 1, and 0, respectively. 
Finally, the total score was calculated and 
associated with strength-power (STP) and 
endurance (END) qualities (Table 1).

Metabolomics

S e r u m  S a m p l e  C o l l e c t i o n  a n d 
Preparation. Ten (10) ml of blood samples 
were drawn pre-and post-training. It was 
collected in a serum separator tube. Serum 
samples were prepared by centrifugation 

Table 1
Genotype scoring 

Variables Genotype scoring (GS) Qualities
Genes
ACE

ACTN3

PPARA

ADRB3
BDKRB2
VEGF
PPARGC1A
AGT
TRHR

DD=2, ID=1, II=0
DD=0, ID=1, II=2
CC=2, CT=1, TT=0
CC=0, CT=1, TT=2
CC=2, CG=1, GG=0
GG=2, CG=1, CC=0
AA=2, AG=1, GG=0
TT=2, TC=1, CC=0
CC=2, CG=1, GG=0
GG=2, AG=1, AA=0
TT=2, TC=1, CC=0
CC=2, AC=1, AA=0

STP
END
STP
END
STP
END
END
END
END
END
STP
STP

Abbreviation: END=endurance, STP=strength-power

(ALC, model PK 121R, Turin, Italy) at 4,600 × g, 4°C, 15 minutes, and stored at -80°C 
until analysis. Prior to the analysis, 150 µl of double distilled water (ddH2O) was added to 
150 µl of aliquoted serum. In order to precipitate the protein, 450 µl of cold Acetonitrile 
(Merck, Darmstadt, Germany) was added, followed by 30 seconds of vortex mixing and 
centrifuged (ALC, model PK 121R, Turin, Italy) at 10,600 × g, 4°C, 10 minutes. Then, 650 
µl of supernatant was transferred to a new microcentrifuge tube. This step was repeated two 
times and dried in the vacuum concentrator (Eppendorf, model 5301, Hamburg, Germany). 
Quality control (QC) was prepared from pooled serum samples. Each QC sample was 
analysed independently with each batch of samples. The performance of QC was evaluated 
by the determination of relative standard deviation (RSD). 

LC-MS Conditions and Analysis. The samples were analysed using LC/MS (Agilent 
Technologies, model 6250, CA, USA). The column used was the ZORBAX Eclipse Plus 
C18, 100 mm × 2.10 mm × 1.80 µm (Agilent Technologies, CA, USA) with electrospray 
ionisation (ESI) in positive mode. The drying gas temperature was set at 300°C with a 
flow rate of 3.0 L/min. The nebuliser pressure was set at 15 psi, and the fragmentor voltage 
was set at 175 V. The temperature was maintained at 40°C and the total run time was 48 
minutes. The system was operated at a 0.25 ml/min flow rate with mobile phase A (ddH20 
with 0.1% Formic acid) and B (Acetonitrile with 0.1% Formic acid) over a gradient of 0 
to 36 minutes with an increasing percentage of B from 5 to 95%. The dried sample was 
reconstituted with 30 µl of mobile phases (15 µl from mobile phase A and 15 µl from mobile 
phase B) followed by 30 seconds of vortex mixing and centrifuged at 16,400 × g, 4°C, 
10 minutes. Four randomly selected samples, one QC and one blank, were analysed per 
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batch. Twenty (20) µl from each sample was transferred into inserts and injected into the 
LC-MS for further analysis. The analysis was performed in four replicates for each sample. 

Untargeted Metabolomics Data Processing. The raw data (.d) from the LC-MS QTOF 
analysis were collected using the Agilent MassHunter Data Acquisition software version 
B.05.00 (Agilent Technologies, CA, USA) and processed in the Agilent MassHunter 
Qualitative Analysis software version B.05.00 (Agilent Technologies, CA, USA). Data 
was converted from (.d) to (.cef) using DA Reprocessor software (Agilent Technologies, 
CA, USA) and transferred into Agilent MassHunter Profiler Professional (MPP) software 
version B.12.01 (Agilent Technologies, CA, USA). MPP software was used to conduct 
differential analyses of the entities. Data were subjected to normalisation, filtration, and 
recursion analysis. MetaboAnalyst 5.0 (https://dev.metaboanalyst.ca) was used to conduct 
a multivariate analysis. The principal component analysis method (PCA) was used to 
visualise the clustering of metabolites following the intervention. Later, pathway analysis 
was conducted to identify the significant pathway involved following the intervention. 
Then, receiver operating characteristic (ROC) curve analysis was conducted on the 
identified significant metabolites. The metabolites with an area under the curve (AUC) 
value of >.65 and the Variable Influence on Projection (VIP) index (>1.00) were used to 
screen significant metabolites. 

Statistical Analysis

Statistical analysis was performed using SPSS for Windows version 26.0. Statistical 
significance was set at (p<.05). Data are presented in mean ± standard deviation (M±S.D) 
unless otherwise stated. Muscular power data were normally distributed (Shapiro-Wilk 
test, p>.05). Differences in TGS were analysed using the independent sample t-test, whilst 
muscular power changes following intervention were analysed using paired sample t-test. 
Multiple regression was conducted to assess the ability of TGS and serum metabolite 
markers to predict muscular power changes following ST intervention. 

RESULTS 

Demographic and TGS 

The participants were homogenous at baseline. There were no significant differences 
between training groups: age (HIST = 16.00 ± .00, MIST = 16.40 ± .55, C = 16.40 ± .55 
years old), height (HIST = 1.67 ± .04, MIST = 1.60 ± .06, C = 1.70 ± .08 m), body weight 
(HIST = 67.70 ± .04, MIST = 57.98 ± 8.65, C = 61.24 ± 5.21 kg) and body mass index (HIST 
= 24.11 ± 1.96, MIST = 22.48 ± 2.72, C = 21.12 ± .48 kg/m2). All participants completed 
the training program with no missing sessions. No injuries were reported in the study. There 
were no statistically significant muscular power differences between training groups. Most 
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participants presented with heterozygous genotypes except for PPARA GG = 100% and 
ADRB3 AA = 100%, which were homozygous genotypes. There was a significant difference 
(p<.05) in the TGS STP across training groups, whereby MIST (M=22.24) is higher as 
compared to HIST (M=17.79) and C (M=13.34). There was no significant difference in 
TGS END across training groups. The TGS is presented in Table 2. 

Table 2
TGS between training groups 

Variables HIST (M±S.D) MIST (M±S.D) C (M±S.D) p-value
TGS 
STP
END

17.79 ± 4.65
50.04 ± 6.81

22.24 ± 3.93
48.93 ± 4.65

13.34 ± 4.97
54.49 ± 10.69

.03*

.51

*significant different (p<.05), Abbreviation: END=endurance, STP=strength-power

Muscular Power Changes Between Training Groups

There was a significant muscular power improvement (p<.05) in both training groups, 
HIST (Mdiff=.84 kW) and MIST (Mdiff=.41 kW), pre-and post-training. The muscular power 
changes are presented in Table 3. 

Table 3
Muscular power changes between training groups 

Variables n Pre-test (M±S.D) Post-test (M±S.D) Mdiff p-value
LB muscular power (kW)
HIST
MIST
C

5
5
5

4.30 ± .61
3.65 ± 1.06
3.71 ± .46

5.14 ± .55
4.06 ± 1.09
3.56 ± .47

.84

.41

.15

.00*

.00*

.00*

*significant different (p<.05), Abbreviation: Mdiff=mean difference 

Serum Metabolite Analysis Between Training Groups

Data Acquisition and Processing of Metabolite Profile. Total ion chromatograms (TIC) 
for the analysis of the serum samples representing the HI, MI and control groups are shown 
in Figures 2, 3 and 4, respectively. Analytical reproducibility between batches was within 
the acceptable range of RSD (<20%), as shown in Table 4. 

Serum Metabolomics Profile and Biomarker Identification. LC-MS analysis revealed 
that a total of 941 metabolites were detected, and about 224 differed significantly between 
training groups and post-tests. The PCA score plot between training groups demonstrated 
a clear separation between the training and control groups (Figure 5). The pathway 
analysis revealed about 35 pathways involved in differentiating the effect of strength 
training intensity. However, only the Sphingolipid metabolism pathway was significantly 
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Figure 4. TIC in the control group

Table 4
Relative standard deviation (RSD) values of selected mass in the pooled sample between batches 

Compound
Mass different (ppm) Retention time (mins)

Mean S.D RSD (%) Mean S.D RSD (%)
2
3
4
9
36
37
40

199.15
140.36
142.28
161.64
524.46
504.87
513.95

28.53
22.56
26.56
23.20
89.06
79.02
86.28

14.32
16.07
18.66
14.35
16.98
15.65
16.78

.96

.98
1.02
1.57
22.72
23.12
24.21

.01

.03

.04

.26
2.14
1.94
2.10

.88
2.85
3.90
16.55
9.43
8.39
8.68

Figure 2. TIC in the HI ST group

Figure 3. TIC in MI ST group
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different (p<.05) across training groups. Presently, only three metabolites (AUC>.65, 
VIP≥1.0, p<.05) (Figures 6, 7, and 8) belong to the Sphingolipid pathway, which is the most 
perturbated pathway (Table 5). There is a pattern of differences in Sphingolipid metabolite 
between strength-trained participants and their healthy non-trained counterparts. 

Figure 8. ROC curve of Sphinganine

Figure 5. PCA score plot across training groups Figure 6. ROC curve of 3-O-Sulfogalactosylceramide

Figure 7. ROC curve of Sphingosine-1-phosphate

Table 5
Potential serum metabolite markers between training groups

Variables AUC VIP FC p-value
Metabolites
3-O-Sulfogalactosylceramide
Sphingosine-1-phosphate
Sphinganine

.82
1.00
1.00

1.08
1.90
1.23

1.17
-2.43
-9.28

<.05*

<.05*

<.05*

*significant different (p<.05)



1097Pertanika J. Sci. & Technol. 31 (2): 1087 - 1103 (2023)

Training, Genes, and Serum Metabolites to Enhance Muscular Power  

Regression Analysis Between Predictors and Muscular Power Changes Between 
Training Groups

There is a significant regression (adjusted R2 =.91) of TGS STP with muscular power 
changes following MI ST, F(2,2)=20.30, p<.05. The predicted muscular power is equal 
to .42–.01 (TGS STP) + .00 (TGS END). Other predictors did not significantly predict 
muscular power changes. The regression coefficient is presented in Table 6.

Table 6
The regression coefficient of predictors on muscular power changes between training groups

Variables B S.E t p-value 95% CI
LB muscular power (kW)
HI (n=5)
TGS
Constant   
STP
END
Biomarkers
Constant    
3-O-Sulfogalactosylceramide
Sphingosine-1-phosphate
Sphinganine
MI (n=5)
TGS
Constant    
STP
END
Biomarkers
Constant   
3-O-Sulfogalactosylceramide
Sphingosine-1-phosphate
Sphinganine
C (n=5)
TGS
Constant   
STP
END
Biomarkers
Constant
3-O-Sulfogalactosylceramide
Sphinganine

1.78
-.00
-.02

.85

.03
-.39
.01

.42
-.01
.01

.45
-.00
.12
.01

-.25
.01
.00

-.23
.01
.01

.39

.01

.01

.11

.07

.93

.01

.08

.00

.00

.06

.01

.12

.01

.58

.02

.01

.02

.00

.00

4.51
-.35
-2.77

7.50
.46
-.42
.58

5.58
-6.34
3.22

7.09
-.15
1.01
.71

-.43
.59
-.05

-10.77
3.07
3.62

.05

.76

.11

.08

.72

.75

.67

.03
.02*

.09

.09

.91

.50

.61

.71

.62

.97

.01

.09

.07

.08, 3.48
-.04, .04
-.05, .01

-.59, 2.29
-.85, .91

-12.23, 11.45
-.17, .19

.10, .74
-.02, -.00
-.00, .01

-.35, 1.25
-.08, .08

-1.38, 1.62
-.11, .12

-2.77, 2.26
-.06, .08
-.02, .03

-.33, -.14
-.00, .02
-.00, .03

*significant different (p<.05), Abbreviation: END=endurance, STP=strength-power

DISCUSSION

The study aimed to determine the predictive ability of TGS and serum metabolite marker 
power-based sports performance following different strength training (ST) intensities. 
Most of the participants harboured endurance-related genotypes, and Amato et al. (2018) 
demonstrated similar findings whereby their professional Italian soccer athletes were more 
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endurance-oriented (TGS=56.44%) as compared to strength (TGS=43.52%). However, 
the Russian professional soccer players presented with higher strength TGS (M=52.00) 
as compared to healthy control (M=41.30) (Egorova et al., 2014). The present study 
demonstrated that only TGS STP might significantly predict muscular power changes 
following MIST. Murtagh et al. (2020) also demonstrated similar findings among elite 
soccer players who were more strength-power oriented than control. Although the 
endurance component dominates energy delivery during the match, the strength-power 
component plays a greater role in determining success during events in intermittent sports 
(e.g., winning ball possession, scoring, conceding goals) (Egorova et al., 2014; Lemmink 
& Visscher, 2006). 

Suraci et al. (2021) demonstrated that the mean percentage change for power 
performance in power TGS was higher compared to the endurance TGS following eight 
weeks of soccer-specific training compared to the small-sided game and a combination 
of both among adolescent soccer players. Pickering et al. (2019) demonstrated a greater 
endurance improvement in participants who presented with greater TGS endurance 
following aerobic training. The inter-individual variation in response to training must be 
considered, as some participants might experience greater improvement than others with 
the same intensity being prescribed (Pickering et al., 2019). 

In addition, participants also demonstrated significant improvement in muscular power 
following HIST and MIST interventions. McKinlay et al. (2018) also demonstrated a similar 
finding whereby eight weeks of strength and plyometric training among novice adolescent 
soccer players significantly improved muscle strength and power performance. Earlier, 
Juarez et al. (2009) also demonstrated similar findings as their male habitually active 
collegiate athletes presented with power performance improvement (12.3%) following eight 
weeks of a conventional strength training program. Novice athletes typically possessed a 
significant reserve of potential improvement regardless of the training they were prescribed 
(Juarez et al., 2009). Wetmore et al. (2020) also agreed that untrained participants required 
lesser stimulus than previously trained participants.

Th three serum metabolite markers which were significant in this study could not 
predict muscular power changes following ST intervention. However, there was a 
significant alteration of sphingolipid metabolites following different ST interventions. 
Participants in HIST showed an increment in ceramides metabolites post-training. The 
sphingolipids are a family of lipid molecules that circulate in the serum and accumulate 
around the skeletal muscle (Bergman et al., 2015). Skeletal muscle is well-known for 
sphingolipid metabolism (Nikolova-Karakashian & Reid, 2011). Recently, Nikolova-
Karakashian and Reid (2011) explained the ‘sphingolipid rheostat’ mechanism whereby 
sphingosine-1-phosphate slows fatigue, preserving force over time, ceramides, on the 
other hand, promote fatigue. The findings of Shepherd et al. (2014) and Sarin et al. (2019) 
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were contradictory to the present study as they demonstrated that ST led to a significant 
increment in intramuscular triglyceride (IMTG) storage, muscle strength, and body fat 
percentage reduction. Shepherd et al. (2014) assumed that greater IMTG storage might be 
created, leading to low availability of circulating ceramides following the ST. 

It is well known that muscular strength and power are partly responsible for rapid 
movements such as sprinting and accelerating (Kobal et al., 2017). This study emphasises 
that effectively prescribing HIST and MIST developed muscular power, especially in 
novice field hockey players. Moreover, identifying an individual’s TGS might be useful 
in predicting response to training. An individual with higher strength-power or endurance 
TGS could be given appropriate training to maximise training adaptation. The combination 
of a favourable genetic profile with appropriate training prescription is advantageous to 
novice field hockey players.

Although the current study yielded some useful findings, there is a limitation that 
should be taken into consideration. The sample size in this study is relatively small for a 
gene-metabolite study. Further larger studies should be conducted to obtain a sufficient 
sample size for a more accurate result. Despite the limitations, the results remain valid 
and applicable since the training intervention was standardised, and participants in each 
group were homogenous in terms of age, sex, training experience, training volume, and 
baseline muscular power. 

CONCLUSION

This study improves the understanding of the predictive ability of TGS and serum 
metabolite markers in determining muscular power changes following ST among novice 
athletes. It is concluded that STP TGS may influence muscular power changes following 
MIST in novice field hockey players. Selected gene variants may potentially influence 
muscular power following strength training. Overall, the result of the current study could 
potentially represent the tentative steps toward understanding the application of genomic 
and metabolomic in a sport that improves overall sports performance. 
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ABSTRACT

This study visualises the mode of the vibration of kulintangan using Electronic Speckle 
Pattern Interferometry (ESPI) to reveal the modes. It was found that the production of 
sound by the kulintangan was dominated by a particular mode which may be the (0,1), 
(1,1), (2,2), (3,2), and (4,2) of free edge circular gong. The spectrum distribution from the 
strike on the kulintangan showed it. The small gong A-H has an approximately harmonic 
spectrum with a fundamental frequency of 1240, 1055, 934, 792, 705, 624, 474, and 422 
Hz. The gong does not display a similar occurrence of harmonics due to the ruggedness of 
the surface texture of the gong. This finding can be of great importance to facilitate a better 
understanding of the mechanisms involved in the sound production of musical instruments. 
Our research is visualising the sound sonically through PicoScope oscilloscopes and ESPI.

Keywords: Acoustic, Electronic Speckle Pattern Interferometry (ESPI), Laser Doppler Vibrometry (LDV), 
vibrations 

INTRODUCTION

Visualising structural vibrations is important 
to understand acoustics. Two hundred years 
ago, Ernst Chladni introduced a common 
technique by placing sand on a vibrating flat 
plate for imaging the vibrations. Over the 
last 50 years, inexpensive methods to help 
students visualise vibrational mode shapes 
are still not widely available. Scanning Laser 
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Doppler Vibrometry (LDV) is an effective method for visualising steady-state structural 
vibrations, which costs several hundred thousand dollars. Electronic speckle pattern 
interferometry (ESPI) is one method of visualising structural deflection shapes that are 
widely used for research and can be used in an educational setting.

A kulintangan is a traditional musical instrument from the general region of Sabah 
Malaysia. The backbone of the kulintangan consists of gongs of various sizes with a similar 
general form and made of iron. The kulintangan is central to the musical art of Sabah, 
which commands huge respect and reverence. Scanning Laser Doppler Vibrometry (LDV) 
and electronic speckle pattern interferometry (ESPI) are used together with acoustical 
measurements.

The data validity from tone measurements of idiophones (particularly gongs) was 
questionable by Schneider (2001). Normal modes of a small gamelan gong using ESPI 
and finite element methods were done by Perrin et al. (2014) and Herington et al. (2010). 
Finite element analysis and gong acoustics were done by McLachlan (1997). The spectral 
analysis of tones produced on such instruments does not show clear, obvious ‘fundamental,’ 
but an inharmonious spectrum that yields auditory uncertainty. The data generated by 
tone-measuring equipment produced erroneous results. Bronze is the favoured and most 
expensive material of construction for gongs. Bronze instruments produce a richer tone, i.e., 
more appealing than iron instruments. Iron instruments, especially iron gongs, are much 
easier to tune than bronze counterparts. Figure 1 shows the vibrational modes of circular 
plates (a) free edge and (b) clamped or simply supported edge (Fletcher & Rossing, 1999). 
From Figure 1, the symbol (m, n) is used where ‘m’ is the nodal diameter, whereas ‘n’ is the 
nodal circle of the node produced from the vibration. (3,0) means 3 nodal diameters and 0 
nodal circles. The sound from musical instruments is strongly related to their vibrational 
mode, and Raman (1934) first reported the viewing technique. The main objective of this 
study was to gain a better understanding of how kulintangan vibrates when it is struck. It 
can be achieved partially by first investigating the mode of its vibration.

Figure 1. Vibrational modes of circular plates: (a) free edge and (b) clamped or simply supported edge 
[Fletcher and Rossing, 1999]

(a) (b)
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Kulintangan is a traditional musical instrument of the Kadazan Dusun, Bajau, Brunei 
Malay, and other ethnic groups in Sabah. A set of kulintangan consists of 8 to 12 small 
gongs (Alman, 1961) or 7 to 9 (Frame 1976). This work investigates 8 small steel gongs 
(label A to H) and a big steel gong. This work explored both the acoustical and vibrational 
aspects of the gongs. Previous measurements on the kulintangan frequency using the 
Fourier transform were done by Dusin (2001), whereas the physical characteristics, i.e., 
the correlation between the diameter and frequency, were done by Batahong and Dayou 
(2001). Dayou (2002) found that the sound from a good-quality kulintangan should consist 
of a single frequency for each gong. 

The pitch of an iron gong can be increased or decreased by cold hammering (with 
little risk of permanent damage). Bronze gongs’ pitch can be altered by hammering (which 
could result in cracking) or by scraping (permanently removes metal and reduces a tuner’s 
options for future pitch adjustments). The approach to tuning an iron gong differs from 
that of a bronze gong. The pitch is lowered by cold hammering the flat surface around 
the knob of an iron gong from the top. The pitch can be raised by hammering the same 
surface inside the iron gong.

MATERIAL AND METHODS

A set of kulintangan consisting of 8 small iron gongs was used in this research. This work 
reports a typical small iron gong from Sabah with a diameter of <20cm. The dimension 
of the gong varies in the diameter where the rim and the thickness are consistent except 
for gongs A and H. The rim length for all gongs is 38mm except gong A and gong H, i.e., 
34 and 43 mm, respectively. The diameter for the gongs increased gradually from A (17 
cm), B (17.6 cm), C (17.8 cm), D (17.8 cm), E (18.2 cm), F (19 cm), G (20 cm) to H (18.6 
cm). The thickness of the gongs ranges between 1.66 to 1.72 mm. This work reported 
gong G with a diameter of 20 cm. The resonance testing was conducted for all the gongs. 
Figure 2 shows one of the typical small iron gongs. The gongs were bought from the street 
market at Kundasang, Sabah, Malaysia. Most sound analyses and re-synthesis of the gong 

Figure 2. A typical small iron gong

are investigating the tone systems. This 
work measured the fundamental frequency, 
harmonics, and sub-harmonics using Fourier 
transformation. The different intensities and 
harmonics or sub-harmonics (overtones) 
differentiate individual gong characters. 
Most importantly, this work showed the 
range of available frequencies at a specific 
time. Our study was conducted on a series 
of small iron gongs with a diameter of less 
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than 20 cm. All the gongs sit on two pieces of stretch string and simulate the real situation 
when played.

Microphone Method

Figure 3 shows the experimental setup for the microphone method. An expert player struck 
the gong. The microphone was held above the top surface of the gong along the axis of 
symmetry at a distance of about 20 cm. 

In this study, the audio signal derived from the striking by an expert player (an 
experienced gamelan ensemble player with a musical ear and knowledge of musical 
notation) is recorded. The audio signal is recorded in mono, at 24-bit resolution and 48 
kHz sampling rate. The audio signal is recorded with a digital interface in a “.wav” format. 

Figure 3. Schematic diagram of the experimental setups for the microphone method.

Signal 
converterAmplifier

Computer 
display

Microphone

Audio signal calibration of the recording system is carried out to ensure the recorded audio 
signal is at the optimum level. A 1 kHz sine wave test tone calibrates the recording system. 
Here the ‘unity’ calibration level is at +4 dBu or -10 dBV and is read by the recording 
device at ‘0 VU’. In this regard, the European Broadcast Union (EBU) recommended that 
the digital equivalent of 0VU is that the test tone generated by the recording device of the 
experimentation is recorded at -18 dBFS (Digital) or +4 dBu (Analog), which is equivalent 
to 0VU. EBU defines the calibration standard for all manufactured professional audio 
recording devices and replay units. In this thorough calibration procedure, no devices 
unknowingly boost or attenuate its amplitude in the signal chain when the recording is 
carried out. The recording apparatus was the Steinberg UR22 mkII audio interface, Audio-
Technica AT4050 microphone, XLR cable (balance), with microphone position on axis 
(<20 cm) and microphone setting with low cut (flat) 0 dB. 

The PicoScope computer software (Pico Technology, 3000 series, Eaton Socon, 
UK) was used to view and analyse the time signals from PicoScope oscilloscopes (Pico 
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Technology, 3000 series, Eaton Socon, UK) and data loggers for real-time signal acquisition. 
PicoScope software enables analysis using Fast Fourier transform (FFT), a spectrum 
analyser, voltage-based triggers, and the ability to save/load waveforms to a disk. The 
amplifier (Behringer Powerplay Pro XL, Behringer, China) ensured the sound capture was 
loud enough to be detected by the signal converter.  

Laser Doppler Vibrometer (LDV)

Having identified all the possible frequencies obtained through the microphone method, 
the Laser Doppler Vibrometer (LDV) was conducted to capture the vibration of the Eigen 
frequency from the gong and reconfirm all the resonance frequencies obtained from the 
microphone method. To investigate the motion at selected places on the surface of the gong, 
a Polytec Compact Laser Vibrometer was used to complement the ESPI measurements. 
The laser sampled an area of about 4 mm2, considered as taking point measurements. 
The vibrometer output was recorded on a PC, and a Fourier transform was performed 
to determine the frequencies present. In the acoustic case, the vibration is excited by a 
hard rubber hammer, while in the LDV case, it is excited by the loudspeaker. The gongs 
were excited acoustically by means of a speaker driven by a signal generator and placed 
approximately a meter away from the gong. The distance was adjusted to yield the optimum 
vibrations on the gong to be captured by the LDV. The vibrations of the gong were recorded 
using the Pico oscilloscope, which can perform Fourier transform. A precautionary measure 
was taken with regard to the above measurements possibly being made on a nodal section 
of the gong. If the laser were normally pointed downwards onto a section of the gong’s 
surface acting at a node, then no frequencies relevant to the gong’s vibration would be 
found during the Fourier transform. Six locations were chosen on the surface of the gong, 
and LDV was undertaken at each point. The points were nominated as points 1-6, with 
point 1 being at the closest proximity to the knob and with increasing integer labels, the 
greater the distance from the knob.

Not all the resonance frequencies obtained from the microphone method are shown 
by the LDV, especially the high frequencies mode, although this is very clear through the 
microphone method. Since the microphone does not detect a frequency lower than 100 
Hz, the LDV had the advantage of detecting the lower frequency by scanning through 
from 0 to 100 Hz. It appears to be consistent. The small gong was labelled considering 
its diameter, and the results of the resonance frequencies of each gong are shown as a 
series where the ordinate of the graph represents the frequency (Hz). At the same time, 
the abscissa counts a number of resonance frequencies. Figure 4 shows the experiment 
performed on the gong using non-contact sinusoidal excitation at a frequency close to one 
Eigen frequency of the gong. 
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Electronic Speckle Pattern Interferometry (ESPI)

Having done the microphone method and LDV, the electronic speckle pattern interferometry 
(ESPI) experiment was conducted on all the small gongs. ESPI is another non-contact 
technique that allows qualitative measurements of displacement to be made. The 
investigation analyses the linear modal analysis of the gongs. It makes several comparisons 
for the whole gongs. ESPI reported several mode patterns of resonance, similar among all 
the series of gongs. The gong was mounted on a vibration-isolated optical table inside an 
anechoic chamber driven by a speaker about 50 cm from it. A sinusoidal signal which drove 
the speaker was produced from a high-quality function generator (to avoid introducing 
harmonic and subharmonic signals). Unfortunately, the system did not permit the gong 
to be supported horizontally, as it would be during normal playing. Instead, it was hung 
vertically, clamped to a stand along a small section near the  rim’s centre. It would certainly 
have influenced some of the modes when interpreting the results. 

The frequencies explored were in the range of 30 Hz-5 kHz. Images were observed on 
the computer screen, and when a pattern of deflections of the gong was observed, an image 
was saved for analysis. It is essential to have some information about the nodal patterns 
for as many cases as possible, i.e., m and n values, to identify split doublets, harmonics, 
and subharmonics. The results obtained by the CCD camera were shown on a computer 
monitor, and screenshots were taken. The frequency of the input signal supplied by the 
speaker was noted. The gong area placed under the test was perpendicular to the beam of 
the laser to increase the intensity of the results; the modes are analysed almost exclusively 
independently.

Figure 4. Apparatus setup for non-contact sinusoidal acoustic excitation and non-contact laser detector at 
specific Eigen frequency
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RESULTS AND DISCUSSION

Microphone Method

These investigations started with an experiment using a microphone method on the gongs 
subjected to a big strike on the dome. When struck by a soft hammer, the spectrum of the 
sound examined is notable that it evolves significantly over a time of about one second. 
The initial sound just decayed without any significant partials, as shown in Figures 5 and 
6. The dimension of the small gong varies in diameter, where the rim and the thickness 
are consistent except for gongs A and H. The rim length for all gongs is 38 mm except 
gong A and gong H, i.e., 34 and 43 mm, respectively. The diameter for the gongs increased 

Figure 6. Sound pressure level spectra of a small gong

Figure 5: Acoustic signal of a small gong
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gradually from A (17 cm), B (17.6 cm), C (17.8 cm), D (17.8 cm), E (18.2 cm), F (19cm), 
G (20 cm) to H (18.6 cm). The thickness of the gongs ranges between 1.66 to 1.72 mm.

Figure 7 shows the acoustic spectra recorded about 500 milliseconds after excitation 
of 8 small iron gongs of less than 200 mm diameter. These acoustic spectra agree quite 
well with the non-contact sinusoidal excitation at a frequency close to one Eigen frequency 

Figure 7. The acoustic spectra of 8 small gongs of less than 200 mm diameter (label A-H) were recorded about 
500 milliseconds after excitation: (a) Gong A; (b) Gong B; and (c) Gong C

(a)

(b)

(c)



1113Pertanika J. Sci. & Technol. 31 (2): 1105 - 1120 (2023)

Acoustic and Vibrational Properties of the Kulintangan

Figure 7 (continue). The acoustic spectra of 8 small gongs of less than 200 mm diameter (label A-H) were 
recorded about 500 milliseconds after excitation: (d) Gong D; (e) Gong E; and (f) Gong F

(f)

(e)

(d)
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of the gong. In Figure 7, we show the gong’s time-averaged acoustic power spectrum. It 
shows that the singlet (0,1) was the most important mode. The (1,1) and (2,2) modes were 
also significant. It is proven in Table 2 in the ESPI experiment. Only n=1 modes and some 
of their (non-linear) harmonics made worthwhile contributions. No evidence of a second 
important axisymmetric mode, as reported by Rossing using a different small gong, was 
found. Rossing may have observed a harmonic or a subharmonic of the (0,1). In the present 
ESPI experiments, a true (0,1) mode was found at 1055 Hz (gong B), 624 Hz (gong F), 
and 474 Hz (gong G).

Laser Doppler Vibrometer (LDV)

By identifying the resonance frequencies, the gong was subjected to harmonic excitation 
while keeping the excitation frequency constant and increasing the amplitude; a Laser 

Figure 7 (continue). The acoustic spectra of 8 small gongs of less than 200 mm diameter (label A-H) were 
recorded about 500 milliseconds after excitation: (g) Gong G; and (h) Gong H

(g)

(h)



1115Pertanika J. Sci. & Technol. 31 (2): 1105 - 1120 (2023)

Acoustic and Vibrational Properties of the Kulintangan

Doppler vibrometer (LDV) captured the vibration of the Eigen frequency from the gong. 
The spectra showed that all resonant peaks are extremely sharp. Some peaks did not 
correspond to any modes detected by ESPI. These enabled gaps in the overall mode data 
to be filled, although their nodal patterns had to be inferred. 

The frequency obtained using LDV and ESPI measurements are shown in Tables 1 and 
2, respectively. Data above 5 kHz had been excluded due to difficulty interpreting their 
ESPI forms. Such a deviation is caused by variations in the thickness of the gong during 
casting. Table 1 shows the Eigen frequency with the Eigen number for all series of gongs 
obtained from the LDV.

Table 1
Eigen number with Eigen frequency (Hz) for all series of gongs obtain from the LDV

Eigen 
number 1 2 3 4 5 6 7 8 9 10 11 12

A 1240 1621 3954 4484 - - - - - - - -
B 1055 1400 3143 3253 3442 3795 4061 4224 4491 4642 - -
C 934 1317 2584 2858 2994 3299 3675 3943 4251 - - -
D 792 1155 1949 2177 2311 2843 3119 3267 3564 - - -
E 705 1000 1708 2419 2607 2727 2897 3170 3503 3703 3786 4856
F 624 915 1251 2552 2911 3097 3334 3534 3753 4045 4197 4827
G 474 708 950 2018 2225 2406 2545 3050 3420 3466 3841 4168
H 422 704 1904 2188 2325 2632 2739 3264 4662 - - -

Figure 8 shows the typical progressive decay from the gong at a specific Eigen 
frequency using LDV. The Eigen frequency versus Eigen number for all series of gongs 
obtained from the LDV is shown in Figure 9. 

Figure 8. Decay signal from the gong at a specific Eigen frequency using LDV
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Electronic Speckle Pattern Interferometry (EPSI)

The operational deflection shapes were studied using Electronic Speckle Pattern 
Interferometry ESPI. The patterns of the vibration from ESPI are shown in Figure 10. 
The frequencies and frequency ratio (bold number indicates near harmonic) of the modes 
(obtained from the ESPI) for all small gongs are given in Table 2.

Figure 9. Eigen frequency versus Eigen number for all series of the gong from the LDV
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Figure 10. The patterns of the vibration from ESPI: (a) (1,1) from all gongs; (b) (0,1) from Gong B, (1055), 
F (624), and G (474) Hz; (c) (2, 2) from Gong B (3143), D (2311), E (2607), F (2544), and H (1904) Hz; 
(d) (3, 2) from Gong C (3299), D (3119), F (2911), G (2018), and H (2188) Hz; and (e) (4, 2) from Gong C 
(3675) and E (3170) Hz

(a) (b) (c) (d) (e)

The notation (m, n) represented a mode with ‘m’ nodal diameters and ‘n’ nodal circles. 
The approximate ESPI suggested that the fundamental peak at 1055 Hz (gong B), 624 Hz 
(gong F), and 474 Hz (gong G) is the (0, 1) mode. From Table 2, all gongs display the 
(1, 1) mode at 1621 Hz (A), 1400 Hz (B), 1317 Hz (C), 1155 Hz (D), 1000 Hz (E), 915 
Hz (F), 788 Hz (G) and 701 Hz (H). The strong modes at 3143 Hz (harmonic ratio 3:1 
for gong B) are the (2, 2) mode, at 3675 Hz (harmonic ratio 4:1 for gong C) is the (4, 2) 
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mode, at 2311 Hz and 3119Hz (harmonic ratio 3:1 and 4:1 for gong D) is the (2, 2) and (3, 
2) mode, at 2607 Hz, and 3170 Hz (non-harmonic ratio 3.69 and 4.50 for gong E) is the 
(2, 2) and (4, 2) mode, at 1251 Hz, and 2554 Hz (harmonic ratio 2:1 and 4:1 for gong F) 
is the (1, 2) and (2, 2) mode,  at 2018 Hz (non-harmonic ratio 4.26 for gong G) is the (3, 
2) mode, at 1904 Hz and 2188 Hz (non-harmonic ratio 4.51 and 5.18 for gong H) is the 
(2, 2) and (3, 2) mode. The finding of this research shows that the mode of vibration for 
each gong may be the (1, 1) mode (Table 2). Mode (0, 1) appears for B, F, and G gongs. 
Mode (2, 2) appears for B, D, F, E, and H gongs. Mode (3, 2) appears for C, D, F, G, and 
H gongs. Mode (4, 2) appears for C and E gongs. Issues with the above images must be 
discussed before meaningful evaluation can begin. Noticeably, there appear to be repetitions 
of mode shapes, i.e., (2, 2) for gong D at 2311 and 2843 Hz. It is not simply the opposing 
member of a degenerate pair but repetitions of the mode shapes and nodal line locations. 
These modes (2, 2) appear and can therefore be denoted as sub-harmonics or harmonics, 

Table 2
Prominent partials in the sound measured acoustically obtained from LDV and (m, n) obtained from ESPI

Gong A 
(17 cm)

Freq (Hz) 1240 1621 3954 4484 --- --- --- --- --- ---
Freq ratio 1 1.30 3.19 3.62 --- --- --- --- --- ---
Mode(m,n) --- (1,1) --- --- --- --- --- --- --- ---

Gong B 
(17.6 cm)

Freq (Hz) 1055 1400 3143 3253 3442 3795 4061 4224 --- ---
Freq ratio 1 1.33 2.98 3.08 3.26 3.6 3.85 4.00 --- ---
Mode(m,n) (0,1) (1,1) (2,2) --- --- --- --- --- --- ---

Gong C
(17.8 cm)

Freq (Hz) 934 1317 2548 2858 2994 3299 3675 3943 4251 4642
Freq ratio 1 1.41 2.77 3.06 3.21 3.53 3.93 4.22 4.55 4.97
Mode(m,n) --- (1,1) --- --- --- (3,2) (4,2) --- --- ---

Gong D
(17.8 cm)

Freq (Hz) 792 1155 1949 2177 2311 2843 3119 3267 3564 4197
Freq ratio 1 1.46 2.46 2.74 2.91 3.59 3.94 4.13 4.5 5.30
Mode(m,n) --- (1,1) --- --- (2,2) (2,2) (3,2) --- --- ---

Gong E 
(18.2 cm)

Freq (Hz) 705 1000 1708 2419 2607 2727 2897 3170 3503 3703
Freq ratio 1 1.42 2.42 3.43 3.69 3.86 4.11 4.50 4.97 5.25
Mode(m,n) --- (1,1) --- --- (2,2) --- --- (4,2) --- ---

Gong F 
(19 cm)

Freq (Hz) 624 915 1251 2554 2911 3097 3334 3534 3753 4045
Freq ratio 1 1.47 2.00 4.09 4.67 4.96 5.34 5.66 6.01 6.48
Mode(m,n) (0,1) (1,1) (1,2) (2,2) (3,2) --- --- --- --- ---

Gong G 
(20 cm)

Freq (Hz) 474 708 950 2018 2225 2406 2545 3050 3420 3466
Freq ratio 1 1.49 2.00 4.26 4.69 5.08 5.37 6.43 7.22 7.31
Mode(m,n) (0,1) (1,1) --- (3,2) --- --- --- --- --- ---

Gong H
(18.6 cm)

Freq (Hz) 422 704 1904 2188 2325 2632 2739 3264 4662 ---
Freq ratio 1 1.67 4.51 5.18 5.51 6.24 6.49 7.73 11.1 ---
Mode(m,n) --- (1,1) (2,2) (3,2) --- --- --- --- --- ---
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respectively (at frequency ratios of 2.91 and 3.59). A prime example of this phenomenon 
is in Figure 10 is shown for gong D at 2311 Hz. 

In Figure 10, harmonic relationships can be found for the (0, 1) modes for gong B 
at 1055 Hz, gong F at 624 Hz, and gong G at 474 Hz at a frequency ratio of 1 (octave). 
For gong B and C, harmonic relationships can also be found for the (2, 2) modes (at 
3142 Hz at a frequency ratio of 2.98) and (4, 2) modes (at 3675 Hz at a frequency ratio 
of 3.93), respectively. Two harmonic relationships can also be found for the (2, 2) and 
(3, 2) modes for gong D (at 2311 and 3119 Hz, respectively, at frequencies ratio of 2.91 
and 3.94, respectively). Harmonic relationships for gong F and H can also be found for 
the (2, 2) modes (at 2554 Hz at a frequency ratio of 4.09) and (3, 2) modes (at 2188 Hz 
at a frequency ratio of 5.18), respectively. This phenomenon can represent a difficulty in 
mode classification, as the modes are visible at more than one frequency ratio and could 
be different for different gongs where the mode for a harmonic relationship can be one 
only or two.

The frequencies observed in ESPI are real results forced through acoustic excitations. 
The Eigen frequencies in LDV are obtained from the resonance frequency through the 
microphone method. LDV, however, only simply showed the Eigen frequencies, but not the 
vibration mode of the gong. It is, therefore, not surprising that these two sets of frequencies, 
LDV and ESPI, do not complement each other. The modes from the ESPI images were much 
more difficult to identify. The gong has significant non-linear properties, as shown by both 
harmonics and subharmonics of many true modes and some mixed-symmetry types. With 
n≥2, some serious pattern distortions occur. n=1 was relatively easy to identify because 
their single nodal circle occurred at or near the inner edge of the shoulder. 

In Figure 10, it is clearly visible that the modes are not perfectly formed. There is 
a large evanescent area to the top right of the gong in the lower-frequency images, and 
in the higher-frequency images, the nodes are not fully formed and of equal size. These 
imperfections in the nodal shapes could be caused due to an asymmetry in the gong or 
perhaps between the gong and the clamp used to hold the gong in place during experiments. 

In the above mode shape, there are more partially formed modes than would be expected 
from a well-produced symmetric gong, and as such, the classification of the modes became 
arduous. The (4, 2) mode is a possible example of symmetry causing mode shapes to 
become uniform. A previously mentioned difficulty is the challenge of correctly denoting 
nodal patterns. The acoustical radiation is produced by motion normal to the surface. The 
modes are described in terms of the nodal patterns of their radial components.

Due to its axial symmetry, a perfect gong is subject to the same consequences for its 
normal modes as are other systems with the symmetry group C, such as bells, cymbals, and 
at circular plates. (m, n) can be used to specify a degenerate pair of modes of a particular 
physical type. However, there are always imperfections in both geometry and metallurgy 
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since the gongs are cast or formed. These imperfections caused the doublets to be split 
and the locations of their nodal diameters to be fixed. The gong deviated considerably 
from perfect axial symmetry causing significant distortions in some of the nodal patterns.

CONCLUSION

The small gong A-H has an approximately harmonic spectrum with a fundamental 
frequency of 1240, 1055, 934, 792, 705, 624, 474, and 422 Hz. Gong A with third harmonic 
(3.19) at 3954 Hz. Gong B with third harmonics (2.98 and 3.08) at 3143 and 3252 Hz 
and fourth harmonic (4.00) at 4224 Hz. Gong C with third (3.06), fourth (3.93), and fifth 
harmonics (4.97) at 2858, 3675, and 4642 Hz, respectively. Gong D with third (2.91) and 
fourth (3.94) harmonics at 2311 and 3119 Hz, respectively. Gong E with fifth harmonics 
(4.97) at 3503 Hz. Gong F with the second (2.00) and sixth (6.01) harmonics at 1251 and 
3753 Hz, respectively. Gong G with the second (2.00) and fifth (5.08) harmonics at 950 
and 2406 Hz, respectively. Gong H did not show any harmonics at all. 

In this paper, a method to visualise the vibrational mode of kulintangan has been 
discussed. It is possible to view the type of the mode. It was found that kulintangan may 
be vibrated at (0, 1), (1, 1), (2, 2), (3, 2), and (4, 2) modes with free edge conditions. The 
pattern of the vibration can be seen from the ESPI. This finding can be a starting point for 
further research on the vibrational mode of kulintangan.
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ABSTRACT
The Painted Stork (Mycteria leucocephala) populations in Putrajaya and Shah Alam, 
Peninsular Malaysia, have increased by almost 10%–13% every year. If this trend continues, 
it is believed that habitat overlap may occur between this species and the Milky Stork 
(Mycteria cinerea), which is currently threatened with extinction. Habitat overlap could 
lead them to compete for food and other necessary resources, and consequently, one 
species would outcompete another. However, little is known about the breeding ecology 
of the Painted Stork in Peninsular Malaysia. Therefore, this study aimed to evaluate the 
breeding ecology of the Painted Stork and examine its nesting characteristics and their 
effects on breeding success. Direct observations were made of colonies in the Upper Bisa 
Putrajaya Wetland (UBPW) and Tasik Shah Alam (TSA) during the breeding season from 
March to September 2016 and 2017. The peak of the breeding season was in June, and no 
differences were found in nesting colony parameters between study sites, including the 
nest diameter and nest building period, except for nest height. The average height above 
the ground level of TSA nests was higher than in UBPW. Human activities near the nesting 
site in Shah Alam may have led to the birds constructing nests higher to prevent disturbance 
and predation. Nest diameter and nest building period were influenced by the number of 

nestlings raised by parents. These findings 
provide new information that may be used 
in management programs to control Painted 
Stork populations and can be useful for 
conserving threatened species, particularly 
the Milky Stork.

Keywords: Breeding ecology, conservation, Mycteria 
leucocephala, nesting waterbird, Painted Stork
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INTRODUCTION

Painted Storks are exclusively piscivorous birds that occupy a high trophic level in aquatic 
food chains and are a prominent feature of wetlands (Kalam & Urfi, 2008). In addition 
to fish, their diet consists of crustaceans, molluscs and insects and is fed by tactolocation 
strategies (Prabhakar & Dudhmal, 2016). The Painted Stork, Mycteria leucocephala, uses 
wetlands as foraging and breeding grounds (Kaluthota et al., 2005). Wetlands provide 
not only ideal nesting conditions for the Painted Stork but also attract other waterbirds 
in the Family Ciconiidae, including the Milky Stork (Mycteria cinerea), Asian Openbill 
(Anastomus oscitans), Lesser Adjutant (Leptoptilos javanicus) and Storm’s Stork (Ciconia 
stormi).

The Painted Stork’s distributional range is in the Indian subcontinent (BirdLife 
International, 2020) and certain parts of Southeast Asia (Hancock et al., 2010). They are 
commonly seen in the Delhi area in north India (Kalam & Urfi, 2008). This species is listed 
as near threatened in the IUCN Red List (BirdLife International, 2020). In Malaysia, the 
Painted Stork was introduced from Sri Lanka to Zoo Negara for captive breeding in 1965, 
with an early population of four individuals. In 1985, Painted Storks were released from 
captivity in Zoo Negara and started nesting and roosting in the surrounding area, and since 
then, the population has continued to increase and is known to have reached 923 individuals 
in 2014 (Zakaria & Nor, 2019). 

Painted Storks were first detected foraging far away from Zoo Negara in Putrajaya 
and Shah Alam in 2004. The Upper Bisa Putrajaya Wetland (UBPW) and Tasik Shah 
Alam (TSA) were identified as nesting locations of the Painted Stork in 2008. Besides 
Zoo Negara, TSA and UBPW, Saujana Golf and Bestari Jaya have also become preferred 
nesting sites of Painted Stork. These areas provide favourable nesting conditions for 
waterbirds. An uncontrolled increase in the Painted Stork population in certain areas is 
likely to cause this species to become a nuisance. Faeces and food left behind by waterbirds, 
especially in recreational areas, can attract unwanted pests that could affect human health, 
pollute the environment, and disturb people’s daily activities (Murray & Hamilton, 2010). 
Therefore, wider distribution of the Painted Stork in Malaysia could cause problems due 
to increasing and uncontrollable populations. In addition to the environmental and human 
health problems caused by this species, it may threaten and interfere with the survival 
of local waterbirds. The spatial distributions of species are likely to overlap and cause 
competition for habitat, food, and other resources (Mansor & Ramli, 2017; Mansor et al., 
2020). Apart from habitat loss and fragmentation, one of the most serious threats to the 
related endangered species, the Milky Stork, is hybridisation. A previous study has reported 
several incidents of the Painted Stork mating with the Milky Stork, an endangered species 
native to Southeast Asia (Yee et al., 2013; Baveja et al., 2019). Therefore, this study was 
conducted to examine the breeding ecology of the Painted Stork and to evaluate its nest 
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characteristics and their effects on its breeding success towards the management and 
conservation of Malaysian storks.

MATERIALS AND METHODS

Study Area

This study was conducted on two artificial islands in Upper Bisa, one of the five branches 
of the Putrajaya Wetland (UBPW) (Figure 1), and two sections of the island in Tasik Shah 
Alam (TSA). Islands in the UBPW that had been planted with tembusu tree (Fagraea 
racemosa) with a maximum height of 7 meters were classified as Island 1 (P1 UBPW), 
and islands planted with ara akar (Ficus globosa) with a maximum height of 9 meters were 
classified as Island 2 (P2 UBPW). TSA is an artificial recreational lake located in Selangor 
(Figure 1). The only island in this lake used as a nesting site by the Painted Stork was 
selected for this study; it consisted of ara akar, sealing wax palm (Cyrtostachys renda) and 
coconut (Cocos nucifera). The island was divided into two sections: Island 1 (P1 TSA) 
and Island 2 (P2 TSA), with a maximum plant height of 11.3 meters on both islands. 
Temperature and rainfall distributions for each month were obtained from the Malaysian 
Meteorological Department (MET) weather stations nearest the study area. Abiotic data 
were obtained from National Climate Centre stations, for the UBPW from the Serdang 

Figure 1. (Left) Map of Peninsular Malaysia, with an enlarged plan of Selangor State and Federal Territory 
of Putrajaya; the square (Tasik Shah Alam) and circle (Upper Bisa Putrajaya Wetland) indicate the study area
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Agricultural Centre station (within a 3.52-km radius from the UBPW) and TSA from the 
Subang station (within an 8-km radius of TSA).

Data Collection

Data were collected during two breeding seasons of the Painted Stork, from March to 
September in 2016 and 2017. Direct observations of Painted Storks were made continuously 
from 0700 hours to 1900 hours using an HC-V380 video camera fitted with a 90× zoom 
lens (Panasonic, Kadoma, Japan) and a Nikon Coolpix P900 digital camera (Nikon 
Corporation, Tokyo, Japan). The distance between the observation point and the islands 
of the study area is between 33 m to 54 m. The nests were monitored for three days every 
week, from nest building initiation in March to all fledglings and their parents beginning 
to leave the nest in September. Each nest was identified and allocated a serial number to 
facilitate observation from the video recording. According to Meganathan and Urfi (2009), 
the percentage comparison method was employed, with the Painted Stork’s beak length 
(approximately 24 cm) used as a scale to estimate tree and nest heights as the bird can be 
easily seen from observation points. Different aspects of breeding were recorded, such 
as nest building period, type of nesting tree, nest diameter and nest height above ground 
level. The number of nests and nestlings and nest fate at the end of the breeding season 
were also observed.

Nestling Development

Nestling success was classified based on the percentage of nestlings that successfully 
fledged from the nest. The development of each nestling was observed, and the following 
parameters were recorded: (1) the number of nestlings per nest, (2) the age at which the 
hatchling began to flap, (3) the age at which the nestling began to fly around the nest, and 
(4) the age at which the fledgling began to leave the nest. Each nestling was characterised 
based on its developmental stage: hatchling (1 to 30 days), semi-independent (31 to 85 
days), and juvenile (after 85 days).

Data Analysis

Data were normally distributed (by inspection with quantile-quantile plots and Shapiro-Wilk 
tests). Pearson correlation was used to examine the relationship of each parameter of nest 
characteristics (duration of nest construction, nest diameter, nest height) to the number of 
nestlings per nest. The correlation was also used to test the relationship between abiotic 
parameters (temperature and rainfalls) and the number of nests and hatchlings. One-sample 
t-test was used to examine the differences between two breeding colonies between UBPW 
and TSA, and a two-sample t-test was used to examine the differences between colonies 
in 2016 and 2017. All tests were performed using SPSS Software.
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RESULTS

Breeding Success

The incubation period of Painted Storks at UBPW and TSA was 29 days (range 26.5–32 
days; Table 1). The number of nests in both study areas increased in 2017 compared to 
the previous year, with a total of 122 nests recorded in UBPW (2016 = 54; 2017 = 68) and 
139 in TSA (2016 = 59; 2017 = 80). Nesting success, defined as the number of breeding 

Table 1
The breeding ecology of the Painted Stork in the Upper Bisa Putrajaya Wetland (UBPW) and Tasik Shah 
Alam (TSA)

 
Upper Bisa Tasik

Putrajaya Wetland Shah Alam
 2016 2017 2016 2017
Total number of nests 54 68 59 80
   Nesting success 47 61 53 69
   Nesting failed 7 7 6 11
Average incubation period 29.3 29.4 29 29.2
   Minimum 27 27.5 27 26.5
   Maximum 32 31.5 32 31
Average nest diameter (cm): 68.63 65.38 69.13 65.14
   No nestling 53 50 62.55 53.5
   Single nestling 53.25 50.5 60.78 58.7
   Two nestlings 71.5 65.5 67.55 71.55
   Three nestlings 96.75 95.5 85.63 76.8
Average nest building duration (day) 5.6 5.8 5.7 5.8
   No nestling 4.5 4.8 4.5 4.8
   Single nestling 4.5 4.8 4.5 4.8
   Two nestlings 6.3 6 6.3 6
   Three nestlings 7.3 7.5 7.3 7.5
Average nest height (m) 6.8 6.87 7.44 7.59
Total number of nestlings (N) 100 110 98 108
Number of nestlings per nest 2.1 1.8 1.9 1.6
Number of fledglings 96 108 97 103
Nest fates at the end of the breeding season
   Abandoned 2 4 6 12
   Destroyed 14 24 39 48
     Nest used by other birds
       Purple Heron 26 25 0 0
       Grey Heron 9 11 14 20
       Black-crowned Night Heron 2 3 0 0
       Cattle Egret 1 1 0 0
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pairs that successfully hatched at least one egg in each nest, was high in both study areas 
(UBPW = 88.52%; TSA = 87.77%). A two-sample t-test showed no significant difference 
in the number of chicks per nest between UBPW and TSA, with 1.94 chicks and 1.69 
chicks per nest, respectively (t = 1.55, p = 0.18). In addition, another paired t-test showed 
no significant difference in the number of nestlings per nest between 2016 and 2017 in 

Figure 2. The number of nests and nestlings on Island 1 (Tembusu Island) and Island 2 (Ara Island) of Upper 
Bisa Putrajaya Wetland from 2016 to 2017

Figure 3. The number of nests and nestlings on Island 1 and Island 2 of Tasik Shah Alam from 2016 to 2017
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UBWP, while TSA showed a significant difference in the number of nestlings per nest (p > 
0.05; UBPW, p = 0.3; TSA, p = 0.03; Table 1). The number of nestlings per nest in UBPW 
was 2.13 (n = 100) in 2016 and 1.8 (n = 110) in 2017. In TSA, a total of 1.85 nestlings (n 
= 98) per nest were recorded in 2016 and 1.57 (n = 108) in 2017. Hatchling fatality was 
very low in both years, with a survival rate of 97.14% (n = 204), with four deaths in 2016 
and two deaths in 2017 at UBPW, while the survival rate of nestlings at TSA was 97.19% 
(n = 200) with one death recorded in 2016 and five deaths in 2017. Correlation analysis 
showed a positive relationship between the number of nests on each island in 2016 and 
2017 and the number of offspring per nest (r = >0.5), with the average number of nestlings 
peaking in June in UBPW (Figure 2) and TSA (Figure 3).

Nest Diameter and Duration of Nest Building Based on Clutch Size

Nest diameter did not differ between sites. Nest diameter in UBPW and TSA was directly 
proportional to the number of nestlings. The average diameter of the nest in UBPW was 
67.0 cm, while in TSA, it was 67.14 cm, with an average nest-building period in UBPW 
of 5.7 days and 5.8 days in TSA (Table 1). The size of the Painted Stork nest was related 
to the number of nestlings produced by the breeding pair, with nest diameters ranging from 
44 to 93.7 cm in UBPW and from 40 to 110 cm in TSA. Figure 4 shows that the diameter 
of nests with three nestlings was the largest, with an average of 88.67 cm (UBPW = 96.13 
cm; TSA = 81.22 cm), compared to nests with two nestlings which averaged 69.03 cm 
(UBPW = 68.5 cm; TSA = 69.55 cm), while parents with only one successfully raised 
nestling had nests with the smallest size, with the average being 55.81 cm (UBPW = 51.88 
cm; TSA = 59.74 cm).

Figure 4. Number of nests by diameter and number of offspring
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The nest-building duration of the Painted Stork was the same in both study areas, but it 
was based on the number of nestlings per nest (Table 1). Pairs raising three nestlings took 
longer to build their nest, on average, 7.4 days compared to 6.15 days for pairs with two 
nestlings and only 4.65 days for pairs with one nestling. In UBPW, 36.89% of the nests 
found during observations had two nestlings (n = 122), while in TSA, nests with only one 
nestling were more common (44.6%, n = 139).

Above-Ground Nest Site Selection

Our observations indicated that nest site selection by the Painted Stork was not random 
and that the type of tree and human presence influenced nest site preference in TSA. The 
average nest height above ground level in UBPW was lower than in TSA (Table 1). The 
average height was 6.84 m in UBPW and 7.56 m in TSA (Table 2). In the latter location, 
all nests were built above ground on trees at more than 49% of the tree height (Figure 7). 
Nests at less than 49% of tree height were found only in UBPW (Figure 6). Most nests 
(54 nests) found in UBPW were at 50%–74% of tree height, followed by 49 nests at 
75%–100% of tree height, while most nests (78 nests) found in TSA were at 75% –100% 
of tree height (Figure 5). 

Figure 5. The number of nests above ground level based on nest position on the tree as a percentage of 
tree height

Table 2
Maximum and minimum nest height above ground level at each study location

Location Island Minimum height (m) Maximum height (m)

UBPW
P1 1.96 7.9
P2 5.13 11.5

TSA
P1 11.3 7.25
P2 10.2 7.93
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Figure 7. Position of Painted Stork nests as a percentage of tree height in Island 1 (top) and Island 2 (bottom) 
in Tasik Shah Alam

Figure 6. Position of Painted Stork nests as a percentage of tree height in Island 1 (top) and Island 2 (bottom) 
in UBPW
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Nest Fate

Painted Stork was observed to have peak nesting season during both April and July in TSA 
and UBWP. At the end of the breeding season, while some Painted Stork nests in UBPW 
were destroyed or abandoned, others were observed to have been taken over by four other 
waterbird species, the Purple Heron (Ardea purpurea), Grey Heron (Ardea cinerea), Black-
crowned Night Heron (Nycticorax nycticorax), and Cattle Egret (Bubulcus ibis). Nests in 
TSA also experienced the same fates, but only the Grey Heron was seen to take over some 
Painted Stork nests while the other nests were destroyed or abandoned by their owners.

Of the Painted Stork nests taken over by the four waterbird species in UBPW, 41.8% 
were occupied by the Purple Heron, 41% by the Black-crowned Night Heron, 16.4% by 
the Grey Heron, and 1.64% by the Cattle Egret, while 31.15% of the nests were destroyed 
and 4.92% were left empty (Figure 8). On the other hand, more than half (62.6%) of the 
Painted Stork nests in TSA were destroyed by their owners, while the Grey Heron took 
over 24% of the nests, and the rest (12.95%) were abandoned.

Figure 8. The fate of Painted Stork nests in the two study areas

Abiotic Conditions
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DISCUSSION

We found that the Painted Stork in Peninsular Malaysia began nesting in mid-March 
in Malaysia, after the monsoon season, which occurs between November and March 
(METMalaysia). This study also shows that the number of nests and nesting success is 
reduced when rainfall increases. This result is similar to Urfi’s (2011a) findings for the 
nesting season of the Painted Stork in Sri Lanka, likely because Malaysia and Sri Lanka 
are located at similar latitudes. The monsoon season is unsuitable for nesting as heavy rains 
affect the incubation process, which requiring high temperatures for embryo development. 
Although the rainy season is not suitable for breeding birds, the water rises causes an 
increase in fish populations by the end of the monsoon season in February, thus sufficient as 
a food resource for the Painted Stork to start nesting and breeding (Urfi et al., 2007). Such 
strategies and adaptations could ensure their population’s success (Mansor et al., 2015). 

The Painted Stork nests were built on trees in UBPW, and TSA is mostly at 50%–100% 
of the tree’s height, facilitating landing and avoiding threats from predators (Urfi, 2011b). 
Hatching failure is not influenced by nest height. This study provides observational evidence 
for this; some nests built at 75% of the tree’s height were left empty by parents after 
incubating for almost a month and a half. Hatching success, nesting success, nest size, the 
number of nestlings per nest, and parental care are not affected by the height of the nest 
on the tree (Lambrechts et al., 2012), but they are influenced by biotic factors, including 
predation and egg viability and abiotic factors such as the weather and disturbance caused 
by humans (Urfi, 2010). Although nesting success is not guaranteed by nest site selection, 
it is influenced by interference by humans or other animals. In this study, the lowest nest 

Table 3
Average temperature, rainfall, number of nests and number of nestlings by month in the UBPW and TSA in 2017

Month Average highest 
temperature (°C)

Average lowest 
temperature (°C)

Average 
rainfall (mm)

Number of 
nests

Number of 
nestlings

UBPW TSA UBPW TSA UBPW TSA UBPW TSA UBPW TSA
January 29 30 24 24 189 208 0 0 0 0
February 30 31 24 24 181 189 0 0 0 0
March 31 32 24 24 319 310 26 13 0 0
April 31 32 25 25 381 360 54 56 29 5
May 31 32 25 25 307 282 63 81 76 54
June 31 32 25 25 171 165 65 84 110 92
July 30 31 25 24 146 155 40 71 64 97
August 30 31 24 24 167 177 10 44 18 53
September 30 31 24 24 213 219 3 3 5 5
October 30 31 25 24 270 273 0 0 0 0
November 30 30 24 24 312 318 0 0 0 0
December 29 30 24 24 251 270 0 0 0 0
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in TSA was 5.16 m from the ground, possibly due to human activities such as kayaking. 
In contrast, no human activities were observed in UBPW, and the lowest nest was 1.96 m 
from the ground, similar to the nest placements recorded by Urfi (2011b), who found nests 
as low as the water surface in the Delhi Zoo. It suggests that human presence influences 
nest height in breeding colonies of the Painted Stork. Anthropogenic activities force storks 
to change their foraging area and increase their energy requirement for flight and food 
searching (Prabhakar & Dudhmal, 2016). 

This study showed that trees with a larger branch diameter were preferred as nesting 
sites by Painted Storks in both colonies. Painted Storks were observed to build their nests 
on islands planted with the tembusu tree (Cyrtophyllum fragrans), which has branches 
with a larger diameter than ara akar (Ficus globosa). Larger branches are believed to 
ensure the safety of nests and support the weight of the nest and nestlings (Urfi & Kalam, 
2006). The most preferred tree was tembusu, followed by coconut and ara akar; the least 
preferred tree was sealing wax palm (Crytostachy renda). Both ara akar and sealing wax 
palm can support only one nest per branch, unlike tembusu and coconut tree, which can 
support more than one nest per branch.

The results of this study show that nest-building duration was related to the diameter 
of the nest and the number of nestlings per nest. The volume of the clutch, as well as 
the size of the incubating parent, determines the surface area and size of the nest for 
structural support of the parent and their nestlings (Heenan & Seymour, 2011). The positive 
relationship between nest size and clutch size shows that females alter the size of their 
nests to accommodate eggs and hatchlings based on the number of eggs they plan to lay 
(Slagsvold, 1989; Àlvarez & Barba, 2008). The construction of a larger nest indicates the 
nest quality with high breeding success and may also be due to the need to prepare an extra 
space for storing prey as food supplies (Korpimäki, 1985; Vergara et al., 2010). Moreover, 
cooperation between partners in which the female builds the nest while the male looks 
for nest material and biparental incubation strategy contribute to nesting success (Daud 
et al., 2022).

The results showed that the number of nests in the Putrajaya and Shah Alam colonies 
was inversely proportional to the amount of rainfall. In June, the average rainfall decreased 
by 44.3% to 171 mm in the Putrajaya colony, but the number of nests continued to increase 
to 65, and a total of 110 Painted Storks had 155 successful hatchlings. The last breeding 
season occurred in September, when the average rainfall increased by 27.54%, from 172 
mm in August to 216 mm in September. There were no more nesting Painted Storks in 
both study areas in October and after the monsoon season began in Peninsular Malaysia. 
Environmental factors, such as rainfall and temperature, play an important role in nest 
building and parent and nestling activity (Sparks & Tryjanowski, 2005; Daud et al., 2022) 
and can affect nesting success, nestling development and nesting density throughout the 
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breeding season, especially in the early stages of the breeding phase (Ismail & Rahman, 
2013). The weather can also affect the hatching rate and nestling mortality at the end of 
the breeding season (Jovani & Tella, 2004; Novoa et al., 2008). At the end of the breeding 
season, Painted Stork nests were observed either destroyed, abandoned or have been taken 
over by other species. Due to its robust size, certain species, such as herons and egrets, 
may re-use the nest. While nest abandonment at the end of the breeding season is normal 
behaviour in most birds, why storks destroy their nest is still uncertain. It was observed that 
Milky Stork in Kuala Gula destroyed their nest after failing to hatch the eggs (Faiq, pers. 
comm.). Future studies should focus on the detailed breeding biology of storks, including 
Milky Storks, to help us to understand the potential of wetlands as conservation sites for 
storks and other waterbirds.

CONCLUSION

We found that the peak of the breeding season of Painted Stork was in June, and no 
differences were found in nesting colony parameters between study sites, including the 
nest diameter and nest building period, except for nest height. The selection of nesting 
location is the main successful nesting strategy of the Painted Stork. These findings provide 
information about the breeding activities of the Painted Stork in Peninsular Malaysia and 
highlight the importance of wetlands as nesting sites for waterbirds. These findings provide 
useful information that may be used in management strategies to control Painted Stork 
populations and can be useful for conserving related threatened species, the Milky Stork.
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